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Conclusion
Tech-heavy healthcare interventions relying on algorithmic systems and big data are increasingly widespread, prone to attention-grabbing headlines and woefully under-regulated. Public considerations of these tools and systems too often take the corporations developing these interventions at their word, both about their capabilities and their intentions, and too rarely considers the experience or needs of the people on whom the technology is meant to be used. Public policy discussions focus more on cost-saving and resource management than on the implications of medical and carceral surveillance. News coverage of algorithmic health systems rarely if ever discusses the individual and social harms of algorithmic datafication — the fact of being rendered into statistical formulae for the training of machine learning models. And awareness in the general public is more often concerned with the convenience and ease of life supposedly offered by the systems and their purveyors, than any negative externalities on disabled people, especially on people with lived experience of psychosocial disability.

Whether it’s Amazon’s forays into prescription drug marketplace or the biometric monitoring of their “Halo” product; or Facebook/Meta’s many interventions into how to manipulate or capitalize on the mental states of their users; or the many cases of online advertisers, mental health apps and even suicide watch services surveilling users without their consent, there are numerous cases of predatory design and implementation of algorithmic systems which are supposedly meant to help those in crisis. And consistently throughout these events, what’s been missing again and again is any input, oversight, or regulatory control from the people whose lives are most directly affected by the social and technological systems of mental healthcare: The recipients of said care.

This report aims to change that.

This work takes shape from many years of research, writing and collaboration in the contexts of advocacy, public policy and development of algorithmic systems in healthcare settings. The authors of this report not only work within and report on these fields, but in most cases have direct lived experience of mental health care and a variety of algorithmically-mediated systems within it. From their multiple valences of expertise, the authors present a clear and evidentially sound argument for how we should understand the algorithmic healthcare ecosystem’s intents, and its impacts, and strong recommendations for what needs to be done to achieve much needed change.
Too much of the current shape of these discussions has been and continues to be determined by those who have declared that the problems and needs of people with lived experience of psychosocial disability can be understood from some purely objective vantage, and that they have the perfect technological solutions. This paradigm of advocating for and developing algorithmic mental health tools has in turn exacerbated harms done to those in crisis, by not recognising either the particularities of their circumstances, or the systemic stigma these systems can reinforce. In this report, the authors present an alternative framework in which every step of the design, training, implementation and regulation of algorithmic healthcare systems would be done with the direct involvement of people who know the worst things that these systems can do, because they’ve lived it.

In particular, the lived experiential expertise of the authors informs one of the most crucial interventions offered in this report: The recommendation that people must have the ability to opt out of automated decision-making without fear of stigma or punishment.

Too often the normalization of new technosocial contexts means that anyone who resists that context is seen as an outlier, or a radical—a Luddite, in the most pejorative sense. When the tendency toward normative judgement and othering is combined with Western society’s pervasive stigma around mental health, then those who resist algorithmically-driven mental health surveillance—no matter the reason—are regarded with even greater suspicion and potential scorn. To directly challenge this multivalent stigmatization and create more just and equitable outcomes for people with lived experience of psychosocial disability, designers and adjudicators of these systems must not only allow users to opt out of the algorithmic collection and use of their data, but also accept that some innovations may need to be abolished and avoided entirely.

The work of embedding algorithmic tools in any aspect of human life is necessarily interdisciplinary, combining machine learning systems development, social science inventions, mental health experience, various elements of the humanities and public policy. In this report, authors Bossewitch, Brown, Gooding, Harris, Horton, Katterl, Myrick, Ubozoh, and Vasquez put forward a crucial lens through which these seemingly disparate fields can first recognize their need to collaborate, and to then center and heed the voices of those most at risk of being harmed.

Their recommendations and understandings pave the way for a much needed reconsideration and reformulation of how we think about AI, healthcare and public life.

Damien P. Williams, PhD
August 2022
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Introduction

Urgent public attention is needed to make sense of the expanding use of algorithmic and data-driven technologies in the mental health context. On the one hand, well-designed digital technologies that offer high degrees of public involvement can be used to promote good mental health and crisis support in communities. They can be employed safely, reliably and in a trustworthy way, including to help build relationships, allocate resources and promote human flourishing.¹

On the other hand, there is clear potential for harm. The list of ‘data harms’ in the mental health context is growing longer, in which people are in worse shape than they would be had the activity not occurred.² Examples in this report include the hacking of psychotherapeutic records and the extortion of victims, algorithmic hiring programs that discriminate against people with histories of mental healthcare, and criminal justice and border agencies weaponising data concerning mental health against individuals. Issues also come up not where technologies are misused or faulty, but where technologies like biometric monitoring or surveillance work as intended, and where the very process of ‘datafying’ and digitising individuals’ behaviour – observing, recording and logging them to an excessive degree – carry inherent harm.

Public debate is needed to scrutinise these developments. Critical attention must be given to current trends in thought about technology and mental health, including the values such technologies embody, the people driving them and their diverse visions for the future. Some trends – for example, the idea that ‘objective digital biomarkers’ in a person’s smartphone data can identify ‘silent’ signs of pathology, or the entry of Big Tech into mental health service provision – have the potential to create major changes not only to health and social services but to the very way human beings experience ourselves and our world. This possibility is also complicated by the spread of ‘fake and deeply flawed’ or ‘snake oil’ AI,³ and the tendency in the technology sector – and indeed in mental health sciences⁴ – to over-claim and under-deliver.

Meredith Whitaker and colleagues at the AI Now research institute observe that disability and mental health have been largely omitted from discussions about AI-bias and algorithmic accountability.⁵ This report brings them to the fore. It is written to promote basic standards of algorithmic and technological transparency and auditing, but also takes the opportunity to ask more fundamental questions, such as whether algorithmic and digital systems should be used at all in some circumstances—and if so, who gets to govern them.⁶ These issues are particularly important given the COVID-19 pandemic, which has accelerated the digitisation of physical and mental health services worldwide,⁷ and driven more of our lives online.

¹ Claudia Lang, ‘Craving to Be Heard but Not Seen – Chatbots, Care and the Encoded Global Psyche’. Somatosphere (13 April 2021) <http://somatosphere.net/2021/chatbots.html/>. Lang describes the potential for tech to ‘weave together code and poetry, emotions and programming, despair and reconciliation, isolation and relatedness in human-techno worlds.’
⁴ Anne Harrington, Mind Fixers: Psychiatry’s Troubled Search for the Biology of Mental Illness (W. W. Norton & Company, 2019)
⁵ Meredith Whittaker et al, Disability, Bias, and AI (AI Now, November 2019) 8.
0.1 Structure

Part 1 charts the rise of algorithmic and data-driven technology in the mental health context. It outlines issues which make mental health unique in legal and policy terms, particularly the significance of involuntary or coercive psychiatric interventions in any analysis of mental health and technology. The section makes a case for elevating the perspective of people with lived experience of profound psychological distress, mental health conditions, psychosocial disabilities and so on, in all activity concerning mental health and technology.

Part 2 looks at prominent themes of accountability. Eight key themes are discussed – fairness and non-discrimination, human control of technology, professional responsibility, privacy, accountability, safety and security, transparency and explainability, and promotion of public interest. International law, and particularly the Convention on the Rights of Persons with Disabilities, is also discussed as a source of data governance.

Case studies throughout show the diversity of technological developments and draw attention to their real-life implications. Many case studies demonstrate instances of harm. This may seem overly negative to some readers. Yet, there is a lack of readily available resources that list real and potential harms caused by algorithmic and data-driven technologies in the mental health and disability context. In contrast, there is an abundance of public material promoting their benefit. This report seeks to rebalance public deliberation and promote a conversation about public good and harm, and what it would take to govern such technological initiatives responsibly. The case studies also seek to ground discussion in the actual agonies of existing technology rather than speculative worries about technology whose technical feasibility is often exaggerated in misleading and harmful ways (for example, Elon Musk’s claim that his ‘AI-brain chips will “solve” autism and schizophrenia’).8

This resource is meant for diverse audiences, including advocates and activists concerned with mental health and disability, service users and those who have experienced mental health interventions and their representative organisations, clinical researchers, technologists, service providers, policymakers, regulators, private sector actors, academics and journalists.

0.2 How was the Report Written?

This report emerged from a two-year exploration conducted throughout 2020 and 2021. The work was guided by the authors, most of whom have had firsthand encounters with mental health services, distress or disability, as well as holding various forms of expertise in data ethics, media studies, policymaking, law, mad studies and so on. The report co-ordinator, Piers Gooding, received funding as a Mozilla Fellow in 2020. Piers and Simon Katterl drafted of Part 1 and 2 of the report, with occasional guidance from the other co-authors. The report recommendations, listed over the page, were jointly and equally authored.

---

0.3 What Recommendations Does the Report Make?

These broad recommendations seem justified based on the discussion in this report.⁹

1. The well documented negative impacts of algorithmic and data-driven technology on people in extreme distress, persons with psychosocial disability, people with lived experience of mental health issues and so on, need to be openly acknowledged and rectified by governments, business, national human rights institutions, civil society and people with lived experience of distress and disabilities working together.¹⁰

2. Authentic, active and ongoing engagement with persons with lived experience of distress and disability and their representative organisations is required at the earliest exploratory stages in the development, procurement and deployment of algorithmic and data-driven technology that directly impacts them. This engagement is required under the Convention on the Rights of Persons with Disabilities and is key to technology being a force for good in the mental health context. Instead of more technology ‘for’ or ‘about’ distressed and disabled people and the collection of vast amounts of data to be fed into opaque processes, these groups themselves should be steering discussions on when and how emerging technologies should be integrated into mental health and crisis responses – if at all. True partnership and engagement with people with lived experience should include compensation for their time and true decision-making power which counteracts tokenisation and minimal involvement.

3. ‘Techno-solutionism’¹¹ must be resisted, in which digital initiatives in the mental health context are presented as self-evidently virtuous and effective, and a simple fix to the complex issues of human distress, anguish and existential pain. Not only must proven and potential harms be squarely acknowledged, but so must unproven benefits. Technology is not neutral. When new technologies are presented as technocratic and apolitical, this overlooks the significant role of human decision-making, power, finance and social trust, which should be part of public discussion. Fundamental questions must be asked as to whether certain systems should be built at all, whether proposals are technically feasible (or merely unrealistic and over-hyped) and – if they are to be pursued – who should govern them.

4. Given the limited (and sometimes highly limited) evidence-base for many algorithmic and data-driven technologies in the mental health context, standards are required that are developed with active involvement of people with lived experience and disability, for use as a mechanism for consensus on scientific integrity standards. This involvement can help limit the many sensational and misleading claims about what AI and other algorithmic technology can achieve and curb their use as cheap alternatives to well-resourced face-to-face support. Government funding for digital initiatives in the mental health and disability context should be dependent upon submissions regarding stringent evidence of safety and efficacy, and in accordance with disability-inclusive public-procurement standards.

---

⁹ An important caveat is that we are not a representative body. The authors are based in high-income countries, as the initial scope of this project looked to regulatory arrangements in the EU and US. The recommendations are not meant to be exhaustive, and nor should they foreclose other strategies and recommendations, particularly by persons with lived experience of mental health crises, disabled people, and their representative organisations.


¹¹ Evgeny Morozov coined this term to describe a pervasive ideology that recasts complex social phenomena like politics, public health, education and law enforcement as “neatly defined problems with definite, computable solutions or as transparent and self-evident processes that can be easily optimized—if only the right algorithms are in place” Evgeny Morozov, To Save Everything, Click Here: Technology, Solutionism, and the Urge to Fix Problems That Don’t Exist (Penguin UK, 2013) 5.
5. There should be an immediate cessation to all algorithmic and data-driven technological interventions in the mental health context that have a significant impact on individuals’ lives that are imposed without the free and informed consent of the person concerned. Regarding algorithmic forms of diagnosis or proxy-diagnosis, the consequences of being diagnosed and pathologised in the mental health context, whether accurately or not, are often profound. Such measures should never be undertaken without the free and informed consent of the person. Among other things, informed consent processes should provide explicit details of data safety and security measures, and clarify who shall monitor compliance.

6. Governments, private companies, not-for-profits and so on must, at a minimum, eliminate forms of mental health- and disability-based bias and discrimination from algorithmic and data-driven systems, particularly in areas such as employment, education and insurance. Such steps should extend to preventing discrimination against people who are marginalised across intersecting lines of race, gender, sexual orientation, class, and so on. Those facing discrimination must have access to an effective and accessible remedy, such as a clear source for complaints and legal review.

7. Ethical standards will never be enough. Robust legal and regulatory frameworks are required that acknowledge the risks of employing algorithmic and data-driven technologies in response to distress, mental health crises, disability support needs and so on. As part of this, a legal and regulatory framework is required that effectively prohibits systems that by their very nature will be used to cause unacceptable individual and social harms. This could include:

a. mandatory, publicly accessible and contestable impact assessments for forms of automation and digitisation to determine the appropriate safeguards, including the potential for prohibiting uses that infringe on fundamental rights;

b. proportionality testing of risks against any potential benefits to ensure opportunities to interrogate the objectives, outcomes and inherent trade-offs involved in using algorithmic systems, and doing so in a way that centres the interest of the affected groups, not just the entity using the system such as a healthcare service or technology start-up;

c. strengthening non-discrimination rules concerning mental health and psychosocial disability to prevent harms caused by leaked, stolen, or traded data concerning mental health and disability.

8. Public sector accountability needs to be strengthened, including adequately resourcing relevant institutions, which will be vital to addressing the dangers of private sector actors, not-for-profits and government agencies that (mis)use people’s data concerning mental health. This includes developing a willing and empowered state-sponsored regulatory framework as well as resources for affected people and civil society organisations to proactively contribute to enforcement. This includes supporting the capacity-building of representative organisations of service users and persons with disabilities to effectively monitor the impact of data driven technology on persons with lived experience of mental health crises or disability. Monitoring could include: advocating for responsible and inclusive data-driven technology, interacting effectively with all key actors including the private sector and highlighting harmful or discriminatory uses of the technology.


9. Robust civil society responses are more likely where lived experience groups and disabled people and their representative organisations connect with other activists at the intersections of race, gender, class and other axes of oppression, rather than viewing algorithmic and data-driven injustices purely through a mental health or disability lens. This could include collectives, nonprofit technology organisations, free and open source projects, philanthropic funders and activists with data practices and skills that help them more fully realise their missions. Those working for economic, social, racial and climate justice can share digital tools, resources and practices to help maximise their effectiveness and impact and, in turn, change the world.

10. Interdisciplinary academic input is needed beyond disciplines like medicine, psychology, computer science and engineering, to include researchers from the humanities and social sciences. This will help address the common presentation of algorithmic and data-driven technologies as neutral—as facilitating factual, un-mediated, digital processing. This technocratic framing neglects matters including the significant role of power, the social and economic underpinnings of distress, unjust macroeconomic structures, Big Tech hegemony and so on.

11. Steps must be taken to prevent the undercutting of face-to-face encounters of care and support, particularly where private sector interests are expanding into digitised responses to distress or care, and particularly where governments are pursuing digital options as cheap alternatives to well-resourced forms of support. Relations of care and support must be adequately recognised and protected. The over-emphasis of metrics and computational approaches should be resisted in appreciation of the virtues that make for a truly human life.

---

15 Language for this recommendation is borrowed from ‘Aspiration Manifesto | Aspiration’ <https://aspirationtech.org/publications/manifesto>. This recommendation comes with a call for caution about the potential misalignment of non-profit organisations with desired aims, and we draw attention to calls to breakaway from the non-profit industrial complex, including turning toward potential alternatives such as grassroots movements and worker self-directed non-profits that aim to improve the accountability and participatory nature of social movements. Jake Goldenfein and Monique Mann, ‘Tech Money in Civil Society: Whose Interests Do Digital Rights Organisations Represent?’ (2022) 0(0) Cultural Studies 1.
0.4 A Note on Terminology

It can be challenging to find clear terminology in an area of rapid technological change. ‘Algorithmic and data-driven technologies’ will be used to cover diverse technologies that use contemporary computer processing to analyse large amounts of data algorithmically. This includes technology variously described as ‘artificial intelligence’ (AI), ‘machine learning’, ‘neural networks’, predictive analytics, ‘deep learning’, natural language processing, robotics, speech processing and other forms of automation, that are used for the purposes of making decisions.\(^\text{16}\)

Other data-driven technologies that don’t explicitly use contemporary algorithmic technology – such as electronic records management software, online-counselling platforms and even some forms of machine learning – remain relevant, as they form part of a broader communication ecosystem that can generate and transmit data concerning mental health.

We use the term ‘communication ecosystem’ to refer to the complex, global networks of information and communication technology. This contemporary communications environment encompasses disparate systems – such as the web, the Internet and various public and private intranets – which are increasingly converging to create massive, complex and interconnected flows of data. Other technical terms related to specific technologies will be defined as they arise throughout the report.

The aim of the report is to contribute to public governance. ‘Public governance’ includes law and policy but also extends to professional and ethical standards and guidelines, industry norms, civil society advocacy and cultural expectations around what members of the public consider socially acceptable. Attention to the diverse relationships of power between these mechanisms can help identify the obligations of those employing data-driven technologies, their influence on social relations and the rights of those who use and/or are subject to them.

0.5 Minding Language about Mental Health and Technology

Finding appropriate terminology in global discussions about mental health is also challenging. There is no single set of definitions to describe people’s experience of mental health. Indeed notions of ‘mental health’ are contested. Different terms may be preferred according to national and cultural norms, professional conventions and so on.

‘people with lived experience and psychosocial disability’ will be used in this report to describe people with firsthand experience of mental health services, mental health crises, extreme distress, psychosis and so on. We have also sought terminology that conveys our intent to a diverse audience, though we acknowledge that language around mental health is often contested.\(^\text{17}\)

People with lived experience can have varying ways of understanding experiences that are often called ‘mental health conditions’, ‘mental health challenges’ or ‘mental illness’. We acknowledge that mental health can be described using terms such as emotional distress, trauma, mental health crisis and neurodiversity; and that people may describe themselves as ‘service users’, ‘consumers’, ‘psychiatric survivors’, ‘disabled’, ‘ex-patients’ and so on, and others may reject designations of their experiences in the terms of psychiatry and psychology.


\(^\text{17}\) LD Green and Kelechi Ubozoh, We’ve Been Too Patient: Voices from Radical Mental Health--Stories and Research Challenging the Biomedical Model (North Atlantic Books, 2019).
The term ‘people with psychosocial disability’ may not be familiar to readers. It is simply used to refer to people with disability related to mental health. The term has become prominent since the UN Convention on the Rights of Persons with Disabilities (‘CRPD’) came into force in 2008 and its definition is crucial for this report. The CRPD establishes that ‘disability’ includes ‘mental impairment’ (Article 1). Importantly, the CRPD also covers people who experience harms due to imputed impairment or disability—that is, where a person is perceived by others to be impaired or disabled. This is important here because some algorithmic technologies purportedly function to deduce the inner states of human beings, including inferring mental health conditions and cognitive impairments. For example, at the time of writing, Apple is working with multinational biotechnology company Biogen and UCLA to explore using sensor data (such as mobility, sleep patterns, swiping patterns and more) to infer mental health and cognitive decline. Regardless of the accuracy of such predictions there remains the very real possibility of harms against people based on such data, again, even if those data are false, misleading or inaccurate.

The wide definition of psychosocial disability also highlights that all persons may interact with systems that generate data concerning their ‘mental health’. If you carry a smartphone into a counselling service, visit a depression information website, write about distress on a social media platform, or even simply type and scroll on a mobile device, then various ‘digital trails’ will be generated that could be used to infer particular mental states—including mental health conditions, distress and cognitive impairment. This is not to endorse or accept such claims but to reiterate that the rise of Big Data and AI has increased the likelihood of inferences and predictions being drawn from the behaviours, preferences and private lives of individuals. These data have been described variously as ‘emergent health data’, or ‘indirect, inferred, and invisible health data’. These forms of sensitive personal data create new opportunities for discriminatory, biased and invasive decision-making about individuals and populations. High risk applications of technologies are likely to have the greatest impact on people who are traditionally marginalised, such as those who are using mental health services or those who are subject to involuntary mental health interventions and those with intersecting forms of marginalisation, but the range of technologies discussed in this report raise issues that affect everyone.

The term ‘data concerning mental health’ is therefore used throughout this report to mean personal data related to the mental health of a person, including the provision of health care services, which reveal information about his, her, their mental health status. Questions remain about what exactly constitutes ‘data concerning mental health’. The rising use of indirect, inferred and ‘invisible’ health data is blurring the boundary between ‘patient’, ‘service user’, ‘consumer’ and ‘citizen’, creating multiple issues around the commodification and commercialisation of health, the rise of ‘bio-surveillance’ and other issues which have profound implications in the mental health context and beyond.

This report occasionally departs from these key terms when referring to specific data sources, describing research or quoting an individual or organisation, to accurately reflect the views presented in these materials.

---

21 Schneble, Elger and Shaw (n 19).
24 This definition draws on the GDPR definition of ‘data concerning health’, which is defined as ‘personal data related to the physical or mental health of a natural person, including the provision of health care services, which reveal information about his or her health status’. EU GDPR, Article 4 (15).
Stop the Algorithm by Stephanie Kneissl and Max Lackner in Science Gallery Melbourne’s MENTAL. Photo by Alan Weedon.
Part 1 - The Rise of Data and Automation in Mental Health

Although ‘mental health’ is often presented as a purely technical or clinical issue, it is highly political. Controversies abound, including over the language used to describe the issue, the experts who should respond to it, the distribution of resources to help those in need, the use of forced psychiatric intervention by the state and other forced interventions in the name of care, the expansion of psychiatric and psychological ideas to public understandings of human distress and wellbeing and the socio-political conditions that contribute to human distress and mental health crises. It is in these political, regulatory and epistemic struggles that new ‘digital mental health technologies’ appear.

Algorithmic and data-driven technology is expanding rapidly in mental health settings. Prominent mental health practitioners and professional associations present algorithmic and data-driven technologies as a way to address the ‘global mental health treatment gap’. It can bring about ‘radical change’, some argue, with the potential for ‘scalability’ of interventions and unconstrained reach that ‘can help reach billions of people.’

Several governments have embraced digital technologies in mental healthcare as a cost-effective, accessible alternative or supplement to face-to-face support. In 2017 in the United Kingdom (UK), for example, former Prime Minister Theresa May announced ‘a £67.7million digital mental health package.’ In the US between 2009-2015, the National Institute of Mental Health funded $445 million worth of projects concerned with ‘technology-enhanced mental health interventions’.

Market interests also play a major role in advancing the proposed digital turn in mental health.

---

28 Dinah Miller and Annette Hanson, Committed: The Battle over Involuntary Psychiatric Care (John Hopkins University Press Baltimore, 2016).
34 National Institute of Mental Health, ‘NIMH » Technology and the Future of Mental Health Treatment’ (2017)
A White Paper published by the World Economic Forum states that: The global digital health market has been valued at [US]$118 billion worldwide, with mental health being one of the fastest-growing sectors.

Businesses in “digital behavioural health” reportedly raised $1.8 billion in venture-capital funding in 2020, compared to $609 million in 2019.35

According to market speculators, Zion Market Research, the “[g]lobal mental health software market [is] expected to generate revenue of around US$4,585 million by end of 2026.”36

This growth is mirrored in the ‘global digital health market’ more broadly, which Statista.com suggests will increase to around US$660 billion dollars by 2026.

Over 10,000 apps concerned with mental health are now available for download and use.37

Major technology corporations – who also happen to be the largest corporations in the world – have increasingly turned their attention to healthcare activity, with each major firm now appointing chief medical officers and a large staff of physicians and clinicians. This financial activity concerns not just the monetisation of data concerning mental health and the expansion of mental health services online—but also in related areas concerning ‘wellness’, digitised social and health care, emotion and affect recognition and so on.

The scale of activity across government and industry is reflected in an expanding body of research, much of which occurs at the intersection of commercial activity and scientific knowledge-making. Lines of accountability across these clinical and commercial domains are not yet clearly defined.38

Hence, caution is required in interpreting the global picture of digitised mental healthcare. There at least four reasons for this. First, speculated market value is precisely that—speculated. And those doing the speculating often have vested interests. Examples include technology developers wishing to attract capital, technology vendors seeking to sell products and corporate services wishing to garner government contracts to build and deliver technological services. Narratives play a strong role in speculative bubbles around new technologies,39 and there are many who stand to gain by painting a picture of a rapid and inevitable technological expansion in mental health services and elsewhere. This hype can even be fuelled by humanities scholars who repeat sensational (and misleading) claims about technical feasibility to attract research funding.40
Second, governments investing in ‘emerging technologies’ that are often described in terms of their groundbreaking and revolutionary potential, stand to gain from appearing innovative. Narratives of innovation can be misused in mental health sectors that are commonly painted as broken and crisis-ridden. Innovation-speak may distract from longstanding problems with existing mental health policies and practices and the potential need for major investment or restructuring to fix them. Narratives of technological innovation may also detract from broader policies that are toxic to public mental health, such as rising inequality, poor housing, unemployment or employment precarity, pollution and lack of green space. We discuss over-simplified narratives of technological problem-solving later in the report (page 77).

Third, many of the technological claims being made about algorithmic and data-driven technologies in mental healthcare are promissory – that is, they haven’t been proven. They lack robust evidence to back them up, particularly to show how they work in applied and real-world settings. In one of the largest surveys of the field, the James Lind Alliance concluded that ‘the evidence base for digital mental health interventions, including the demonstration of clinical effectiveness and cost effectiveness in real-world settings, remains inadequate’. Despite this sober finding, and others like it, the flurry of market, government and research activity may falsely suggest an inevitable march of progress toward highly effective and widely adopted digital tools.

Finally, as we will discuss shortly, the very people who are supposed to gain from these technological developments – namely, people with lived experience and psychosocial disabilities – are concerningly absent from much of the research and discussion on these topics. Where input from this (diverse) group has been sought for mainstream research or where members of this group have led commentary, the general response appears to be one of ambivalence, with support in some areas through to serious concern in others—though by no means an outright rejection (page 37). As we stress throughout the report, the concerns they raise are not to dismiss the aspirations of those wishing to use technologies in good faith efforts to improve care, and nor is it to uncritically reject technology as necessarily bad or a sure path to a dystopian future. Instead, we aim to express concerns as clearly as possible and promote a sober view of the role of computer technology, with its capacity to simultaneously enable and threaten.

41 Lee Vinsel and Andrew Russell have argued that fetishising innovation can serve to distract from ordinary problems of support infrastructure, including maintenance, repair and mundane labour. Lee Vinsel and Andrew L. Russell, The Innovation Delusion: How Our Obsession with the New Has Disrupted the Work That Matters Most a Book by Lee Vinsel and Andrew L. Russell (Currency, 2020).
43 Piers Gooding and Timothy Kariotis, ‘Ethics and Law in Research on Algorithmic and Data-Driven Technology in Mental Health Care: Scoping Review’ (2021) Journal of Medical Internet Research - Mental Health 8(6).
1.1 What are the different ways technology is used in crisis support and mental health care?

There are various uses for algorithmic and data-driven technology in the direct provision of mental health care. All are bound up in the contemporary communications eco-system of smartphones, linked devices and the massive flows of data they enable. Functions within health systems include:

- **COMMUNICATION**
  - Telehealth provide an online or phone-based interface through which clinical or social support communication can occur.

- **INFORMATION SHARING**
  - Typically refers to the sharing of electronic health records.

- **‘BIO-INFORMATICS’ AND ‘PERSONALISED’ MEDICINE**
  - Involve the generation and analysis of ‘Big Data’ concerning a person’s genes, environment and lifestyle for the purposes of medical treatment.

- **PATIENT AND/OR POPULATION MONITORING AND SURVEILLANCE**
  - Tracking of individual/population health or crisis information over time. Data analytics, for example, could be used in efforts to identify people or communities at risk of suicide or psychosis, to monitor medication or Global Positioning System (GPS).

- **SERVICE USER AND CITIZEN INFORMATICS**
  - Technology supports service user actions within social services, health systems and so on, including personal health records or service user decision aids.

- **PROFESSIONAL DECISION SUPPORT**
  - Presenting data in a certain way to aid professionals with decision making, providing alerts and prompts for professionals, and making decisions without expert input.

- **‘DIGITAL THERAPIES’**
  - Digital technologies as a treatment, such as mobile apps prescribed by doctors. Chatbots may also be used in the mental health context in efforts to mimic a therapeutic encounter. The terms ‘robotic or virtual counsellors’ are often used.

---


These categories are framed in terms of healthcare systems. There may be good reasons to advance other ways of categorising. For example, technologies that analyse data concerning mental health are appearing outside healthcare services; for example, in criminal justice agencies, online advertising firms, insurance companies, education settings and employer hiring practices. Case studies throughout the report will illustrate this expansion.

Some technologies are well-established. Others are exploratory or experimental. Navigating these expanding technologies, including distinguishing which technologies are widely used, which are experimental, which ones are even technically feasible and which ones are merely sensational and unrealistic, is not always easy. However, certain social, ethical, legal, political and economic themes tend to recur across the range of technology types and the conditions of their usage.

1.2 Benefits Noted in Research

There are several benefits of digital initiatives in the mental health context that are broadly discussed in academic and ‘grey’ literature:

- Teletherapy, including web-based and other informational communication technology-based forms of support can break down geographical barriers and provide effective support to people in distress across large distances, or for those who require or prefer remote support. Hannah Zeavin highlights the way ‘care may take unexpected forms through technologies, enabling distanced intimacy and social change that transcends the psychology of the individual’.

- In some cases, online mental health initiatives can facilitate confidential and anonymous help-seeking that is a clear social good. This might be extremely important for certain groups, particularly those from small or marginalised communities, for example, people in remote or rural communities, LGBTIQ+ young people and Indigenous people who are wary of sharing personal information with state-based services, as well as those who may benefit from accessible, digitally facilitated support, including women facing intimate-partner and family violence, or those in sociodemographic groups who may be reluctant to seek traditional forms of care and support.

- There are free web-based programs, some of which may help people to deal with their distress, or identify, name and better understand their experiences, which can provide a quick, inexpensive and accessible resource for those with access to the internet.

- Various kinds of digital technology can help improve the availability of quality information to help develop awareness of relevant forms of support. This may include formal services, financial counseling, environmental disaster relief and informal peer-run support groups for people experiencing distress or addiction. There are examples of community-driven resources, such as online family violence resources and crisis support, created by members of specific cultural communities that are designed to respect their concerns around privacy and cultural respect, while meeting their unique needs.
There is also a positive role for data-driven digital technologies in the monitoring of services and collection of vital statistics, including by civil society monitoring bodies, regulators, health system co-ordinators, managers and advocates. (For examples, page 87)

These are just some of the benefits advanced in the scholarly literature. Some clinically oriented research institutes espouse the benefits of digital forms of mental health care in addressing ‘serious access gaps [to mental health-related] education, prevention and treatment services’.\(^\text{50}\) We will elaborate on some of these apparent benefits throughout the report, while also attending the risks, challenges, issues and so on, that may run counter to this optimistic picture of digitally-enabled support.

---

1.3 Digitising Involuntary Psychiatric Intervention and Other Coercive Measures

Possibly more than any other group of patients, people with mental health problems can experience particular forms of power and authority in service systems and treatment. They are the only people with long-term conditions who are subject to compulsory treatment under law. The implications of these specific power dynamics as well as potential biases in mental health systems must be considered for the ethical development and implementation of any data-driven technology in mental health.

- Sarah Carr51

Unlike data concerning physical health, data concerning mental health can be used to initiate state-authorised coercive interventions in certain cases. This possibility adds important legal, social and political dynamics to this discussion. Although the majority of people who access some kind of service for mental health reasons will access those services voluntarily, a small but significant minority of people will be subject to involuntary psychiatric intervention – typically involving the person being detained in hospital and treated against her/his/their wishes – under existing mental health-related legislation.

1.3.1 AI-based Suicide Alerts and Self-harm Surveillance

Government agencies, social media companies, not-for-profits, health services and others have begun using machine learning and artificial intelligence in suicide prevention, including in efforts to pre-emptively identify people who may self-harm.52 In some cases, these technologies appear to have been used to activate police powers to detain people for the purposes of involuntary psychiatric intervention.

CASE STUDY: AI-Based Suicide Alerts at Facebook/Meta

In November 2018, a Facebook employee in Texas reportedly alerted police in the Indian state of Maharashtra about a 21-year-old man who had posted a suicide note on his profile. The intervention came after Facebook expanded its pattern recognition software to detect users expressing suicidal intent. Mumbai police reportedly attended the young man’s home,53 for which they have power to authorise involuntary psychiatric intervention under the Mental Healthcare Act 2017 (India). In 2018, Facebook reported that it had conducted over 1000 ‘wellness checks’ involving the dispatch of first responders.54

Facebook/Meta’s algorithmic responses also encourage peer-responses from among the person’s user-network by drawing their attention to the person’s apparent distress.55 These measures were developed after some form of consultation with suicide attempt survivors and experts on suicide prevention (though few details are available).56 Facebook/Meta provides some information about the algorithmic process behind the interventions,57 and has described the ethical issues with which programmers grappled.58

51 Sarah Carr, “AI Gone Mental”: Engagement and Ethics in Data-Driven Technology for Mental Health’ (2020) 0(0) Journal of Mental Health 1.
57 Card (n 55).
58 Gomes de Andrade et al (n 54).
However, there remains little information about what precisely is meant by a ‘wellness check’ (including whether location data are shared with first-responders). Nor is there publicly available research as to the accuracy, scale or effectiveness of the initiative. What Facebook/Meta does with the information following each apparent crisis is also unclear.

Police appear to be the first-responders undertaking ‘wellness checks’. Facebook/Meta has therefore drawn criticism for failing to grapple with the reality of anti-Black racism in the US and the prevalence of police violence in their encounters with distressed individuals, particularly Black, Indigenous, people of colour. For example, Joshua Skorburg and Phoebe Friesen write:

While [Facebook/Meta’s wellness checks] may seem like a positive contribution to public health on Facebook’s behalf, it is becoming increasingly clear that police wellness checks can do more harm than good. Between 2015 and August 5, 2020, 1,362 people who were experiencing mental health issues were killed by police in the United States. This remarkable number constitutes 23 percent of police fatalities in that time.\(^{59}\)

The US is by no means alone on such patterns of police violence.\(^{60}\)

From a legal and regulatory perspective, suicide prediction in medical systems is governed by health information laws, medical practice and clinical governance regimes, and research regulations that require transparency and peer review. Flawed as these frameworks may be, AI-based suicide prediction on social media platforms, as Mason Marks points out, ‘typically occurs outside the healthcare system where it is almost completely unregulated, and corporations often maintain their prediction methods as proprietary trade secrets’.\(^{61}\) To remedy this, Marks recommends several steps to improve people’s safety, privacy and autonomy, including:\(^{62}\)

- making prediction methods more transparent and giving users unambiguous opportunities to opt-out and delete prediction information;
- protecting consumer privacy and minimising the risk of exploitation, by ensuring suicide predictions cannot be used for advertising or be shared with third parties (such as insurance companies, employers or immigration authorities); and
- the monitoring of ongoing prediction programs by independent data monitoring committees for safety and efficacy.

The use of individual and population monitoring in efforts to prevent suicide or efforts to promote its use, are likely to increase in coming years. In December 2020, the US National Suicide Prevention Lifeline administrator recommended that the US Government authorise geo-location systems to pin-point the exact location of all callers by 2022.\(^{63}\)

Leah Harris has criticised this recommendation, warning that ‘Mad and disabled advocates who have experienced mental health crisis intervention, and even some crisis service providers, worry that geolocation would serve to further entrench coercion in mental health and crisis response systems, replicating problematic aspects of [the US emergency services line] 911.’\(^{64}\) The impact of automated surveillance of callers on rates of involuntary psychiatric interventions, police involvement in crises, citizens’ willingness to report to such services and so on, remains unknown.


\(^{61}\) Marks, Artificial Intelligence Based Suicide Prediction (n 52).

\(^{62}\) Ibid.


1.3.2 ‘Digitising mental health law’

Some governments have sought to digitise processes of involuntary psychiatric intervention.65

CASE STUDY: Electronic Forms and Mobile Technology in Involuntary Psychiatric Interventions

In the UK in 2020, regulations were amended to speed up applications for compulsory psychiatric intervention by providing an online communication platform between mental health professionals involved in involuntary interventions. This web-based interface allows social workers, nurses, psychologists and others who are interacting with a person in crisis to locate and communicate with medical practitioners via videocall who may assess the person and authorise involuntary intervention. One online platform to emerge with government support is reportedly used by over 70% of National Health Service Trusts at the time of writing.66 David Bradley, the Chief Executive of South London & Maudsley NHS, strongly endorses the practice, describing it as ‘[t]he Uber of finding doctors for the health service’.67 Relevant doctors can enter their availability on a personal calendar and ‘build a profile containing their location, specialities and languages spoken, and monitor their activity via a dashboard’.68

Proponents suggest the electronic forms and digital platforms will improve access to care, reduce errors and improve information sharing, which ultimately reduces the distress of the individuals and prevents delays in the provision of healthcare.69 However, some mental health services users have raised concerns about the unknown impact of the digitised process on people subject to orders, which are potentially serious and warrant closer attention.70

In recent years, the processing of data about those subject to involuntary psychiatric intervention through electronic records systems has harmed people with lived experience in some cases. Concerns about police agencies sharing data concerning self-harm were raised in Canada, where municipal police collated non-criminal information about individuals who had self-injured or attempted suicide.71 The information was then circulated to US border authorities, who used the information to deny several Canadians entry into the US. (This example will be discussed at page 52). The ease with which people’s sensitive data concerning involuntary treatment can be accessed by various government departments, has raised concerns about the potentially unlawful uses of that data.
CASE STUDY: ‘Serenity Integrated Mentoring’ – Sharing Sensitive Information and Flagging ‘High Intensity Users’ of Mental Health Services

The ‘Serenity Integrated Mentoring’ (or SiM) was a program run in England by police and public mental health services in relation to ‘high intensity users’—individuals who have been frequently detained under section 136 of the Mental Health Act 1983 (England and Wales). This practice does not use algorithmic technology but it highlights sensitive data-sharing issues in current communication ecosystems.

The program involved police officers, described as ‘High Intensity Officers’, regularly contacting the person to dissuade them from ‘unnecessary’ interactions with emergency health services and to instead arrange more ‘appropriate’ support. Major concerns with the program were reported in May 2021:

[w]hen tagged under the system, patients can be denied care, prevented from seeing doctors or psychiatrists, and sent home. An NHS doctor told [journalists] that he had to turn away a woman who had attempted suicide on multiple occasions because she had been assigned to the SIM scheme. He considered resigning as a result.

The Royal College of Psychiatrists reported that where a person ‘remained unwell and continued to self-harm, attempt suicide or report suicidality, in some cases they were prosecuted and imprisoned or community protection notices were applied which required them to stop self-harming or calling for help, with imprisonment as a potential sanction if they breached the notice.

StopSIM Coalition, a ‘grassroots network of service users and allies’, raised concerns that the program ‘allows “sensitive data” (information like medical records, ethnicity, religion, sexuality, gender reassignment and financial information) to be shared between services without the subject’s consent … (for example, as a consequence of calling [emergency services] when feeling suicidal).’

The SIM program is being reviewed by the National Health Service at the time of writing, although it reportedly remains in place in 23 National Health Service mental health trusts in England and is being trialled in three US states.

The SIM program will be discussed later in the report in sections on accountability and privatisation (page 58). SIM also appeared to potentially create disproportionate impacts along lines of race and class (discussed at page 69).
1.3.3 Power and Coercion in Mental Health

Other areas of law around the world overtly discriminate against people with lived experience and psychosocial disability, which adds to the sensitivity of data concerning mental health. Discrimination in law could include preventing a person with a mental health diagnosis from holding public office, migrating into particular countries and working in particular professions.\(^79\) Indeed, some countries continue to criminalise suicide attempts. For example, Section 226 of Kenya’s penal code states that ‘any person who attempts to kill himself [sic] is guilty of a misdemeanour’.\(^80\) Around 20 countries still criminalise suicide attempts, according to a 2021 report by the International Association for Suicide Prevention and United for Global Mental Health.\(^81\) Automated suicide alert programs must therefore be applied with extreme caution (see section on Non-Discrimination and Equity below).

There are also well-established examples where people with psychosocial disabilities and mental health diagnoses are occasionally subject to political scapegoating and public scare campaigns that attract intrusive and discriminatory proposals for state intervention.

### CASE STUDY: ‘SAFEHOME for Stopping Aberrant Fatal Events by Helping Overcome Mental Extremes’ – Proposed Behavioural Monitoring and Preventive Policing

In 2019, the *Washington Post* reported that a prominent US businessman briefed top officials of the Trump administration, including the then president and vice president, on a proposal ‘to create a new research arm called the Health Advanced Research Projects Agency’.\(^82\) The advisor promoted a program titled, ‘SAFEHOME for Stopping Aberrant Fatal Events by Helping Overcome Mental Extremes’ that called for experimentation to explore whether ‘technology including phones and smartwatches can be used to detect when mentally ill people are about to turn violent’.\(^83\) The proposal was not pursued by the time Donald Trump left office in 2020.

One category of biometric monitoring technology more broadly, known as ‘anomaly detection’, may have repercussions for people with psychosocial disabilities and lived experience if used in public surveillance. According to one report, automated surveillance systems are designed undertake ‘automatic detection and tracking of unusual objects and people’.\(^84\) The literature on anomaly detection, according to a report for the ACLU, is ‘full of discussion of algorithms that can detect people or behaviours that are “unusual,” “abnormal,” “deviant,” or “atypical”’\(^85\) (See above the discussion about the politics of terminology in the mental health context, including characterisations of ‘deviance’ and ‘abnormality’, page 13).\(^86\) The authors warn that identifying statistical deviance is not

---

\(^79\) Pūras and Gooding (n 27).


\(^83\) Ibid.


\(^86\) One research group, for example, proposed that ‘computer vision’ designed to detect violence could be ‘extremely useful in some video surveillance scenarios like in prisons, psychiatric or elderly centers’. Enrique Bermejo Nievas et al, ‘Violence Detection in Video Using Computer Vision Techniques’ in Pedro Real et al (eds), *Computer Analysis of Images and Patterns* (Springer Berlin Heidelberg, 2011) 332 <http://link.springer.com/10.1007/978-3-642-23678-5_19>.
a negative thing per se but when it 'shades into finding deviant people it should raise alarms',\textsuperscript{87} and given the historical and current exclusion of, and social hostility against, people with lived experience and psychosocial disability, and other disabilities, such as intellectual and cognitive disorders, this is particularly troubling.

A less experimental form of electronic monitoring at the intersection of mental health and criminal justice is the use of monitoring of people in forensic mental health services using global positioning system (GPS). Electronic monitoring devices record and regularly transmit data on a person’s location via devices fixed to his or her body. Some GPS devices, such as devices affixed to a person’s wrist or ankle, can be linked to blood-alcohol monitors.\textsuperscript{88}

\textbf{CASE STUDY: GPS Surveillance of Forensic Psychiatric Patients in Three Jurisdictions}

Two jurisdictions in Australia authorise health services to impose involuntary ‘monitoring conditions’ on people detained in forensic psychiatric settings using electronic GPS devices, typically in the form of electronic ankle bracelets.\textsuperscript{89} In one jurisdiction, the program was advanced by government against the submissions and evidence of medical practitioners.\textsuperscript{90} In an appeal brought by a man subject to the surveillance regime,\textsuperscript{91} a treating psychiatrist submitted that ‘[n]ot only did [the] device add nothing to his clinical management or risk reduction, it had the effect of hindering his rehabilitation’.\textsuperscript{92}

In England and Wales, GPS surveillance of people in forensic mental health settings is only possible if they consent to it.\textsuperscript{93} In Nova Scotia, Canada, legislators have prohibited GPS surveillance of forensic mental health patients in any form, with lawmakers citing concerns that it violates human rights.\textsuperscript{94} The province commissioned three reports into the clinical and legal issues, and each study indicated that ‘there was no support or even speculative support that electronic monitoring would enhance public safety’.\textsuperscript{95}

More issues concerning involuntary psychiatric interventions and computer technology will emerge in coming years, raising pressing questions. Will monitoring devices be imposed in involuntary psychiatric interventions in the civil context, such as ‘community treatment orders’? Should algorithmic technologies be used at all in coercive crisis responses? How might these concerns relate to broader efforts in recent years to reduce and eliminate coercion in mental health settings, and to debates about ‘abolishing versus reforming’ involuntary psychiatric interventions?\textsuperscript{96}

\textsuperscript{87} Stanley (n 85).
\textsuperscript{90} Ibid.
\textsuperscript{91} Re CMX [2014] QMHC 4 (Australia).
\textsuperscript{92} Ibid [42]-[43].
\textsuperscript{93} John Tully et al, ‘Service Evaluation of Electronic Monitoring (GPS Tracking) in a Medium Secure Forensic Psychiatry Setting’ (2016) 27(2) The Journal of Forensic Psychiatry & Psychology 169. Informed consent, it should be noted, is profoundly impacted by the power asymmetry inherent in forensic mental health services but nevertheless, the contrasting approaches between Queensland and England and Wales is significant. Regarding empirical evidence in support of the schemes’ efficacy in reducing adverse events, one John Tully and his group of UK researchers reported a major reduction in ‘[e]pisodes of leave violation… which suggest potential benefits for speed of patient recovery, reduced length of stay, reduced costs and public safety’. Ibid p.169.
\textsuperscript{95} Ibid.
The future of algorithmic and data-driven technologies in coercive state interventions remains uncertain—but imagined futures are guiding activity today. As one industry publication that promoted technology in healthcare stated:

In the future, patients might go to the hospital with a broken arm and leave the facility with a cast and a note with a compulsory psychiatry session due to flagged suicide risk. That’s what some scientists aim for with their A.I. system developed to catch depressive behavior early on and help reduce the emergence of severe mental illnesses.97

This imagined future is one possibility. Others will reject this vision of expanded risk predictions and technology-facilitated coercion, and instead promote the development of open and co-operative crisis support relationships that are enhanced by selective use of digital technology. These contested futures suggest that the power dynamic caused by coercion in mental health services must be a part of the discussion concerning ‘digital mental health’ measures today.

1.4 Biometric Monitoring Technologies

Biometric monitoring technologies represent a somewhat ‘extreme’ technology for the purposes of this report – compared to say, teletherapy – given that the insights such technologies are purported to reveal about a person’s health, body, cognition, affective state and so on, create challenging ethical, social, legal and political issues.98 Biometric monitoring technologies use sensors in devices, including smartphones, wearable and connected devices, cameras and even pills, to remotely generate data concerning a person’s biology, physiology or behaviour.

There are various ways to describe biometric monitoring technologies. Computer scientists may refer to ‘context sensing’, ‘personal sensing’, or ‘mobile sensing’. In mental health settings, several prominent psychiatrists and psychologists have begun to refer to ‘digital phenotyping’, particularly in relation to the assessment of behaviour, mood and cognition through biometric data generated by devices, such as smartphones and FitBits.99 An advertisement for the prominent direct-to-consumer app company, Mindstrong, for example, describes this practice this way:

How you passively use your smartphone—typing, swiping, scrolling—is a new way to measure things like your stress, mental health symptoms, and well-being. If you’re typing more slowly—even by a millisecond—it might mean there’s a change. You can track your measurements in the mobile app, and they’re shared with your clinical team so they can provide you with more personalized care.100

---

100 Mindstrong, ‘How it works’ (website) <https://mindstrong.com/how-it-works/> [accessed 02/02/2021].
There is growing enthusiasm among some mental health professionals about the ‘enormous potential’ of this technology ‘to improve our understanding of the experience of individuals and our capacity to deliver behavioural health treatments’. This potential could include the integration of monitoring apps into standard psychological treatments (for example, talking therapy plus apps that monitor behaviour), the delivery of biometric monitoring as a stand-alone interventions, as well as using ‘[p]assive tracking of populations of at-risk people […] [to] facilitate early identification and intervention for behavioral problems’.

**CASE STUDY: Biometric Monitoring in Mental Health Settings**

From 2021, up to 20,000 Australian high school students will have their phone data monitored for up to five years in an attempt to track how mental health issues develop in adolescence. According to the researchers, ‘[t]he study aims to discover how we can use smartphones to deliver preventive interventions on a large scale’. The study makes use of ‘[c]omprehensive, technology-assisted data collection and analysis […] to determine what triggers the development of mental health symptoms’. The authors report that no study of mental health apps has occurred at this scale anywhere in the world. The children and young people involved in the study will interact with game-based apps, have their movement and location tracked and be asked specific questions about their state of mind, including whether they have contemplated committing suicide.

Proponents view biometric monitoring with therapeutic aims as a reasonable method for real-time tracking that in the right persons may enhance therapeutic alliance between mental health practitioners and individuals seeking help. This enthusiasm is typically accompanied by acknowledgement that some patients will not want to use nor gain from such measures. Similar forms of behavioural tracking holds appeal to actors in sectors outside of formal mental health services, including education, the military, the insurance industry and the criminal justice system.

Biometric technology has also started to appear in video monitoring and surveillance in acute psychiatric settings, in ways that do not involve on-body sensors.

---

2 Ibid.
4 Ibid.
5 Kak (n 98).
CASE STUDY: Algorithmic Video Monitoring and Surveillance in Psychiatric Settings

In 2020 in England, a trial (the ‘Oxehealth Trial’) was undertaken on the use of ‘digital assisted observations’ at a psychiatric ward.106 The monitoring was used by nurses to take 15-minutely and hourly night-time ‘clinical observations’ of patients in 6 individual bedrooms over a 4-month period.107 The sensors used by researchers were wall-mounted video cameras along with ‘computer vision, signal processing and AI software’ that enabled nurses to track their patients’ locations and movements (‘physical monitoring’) and to record their heart and respiratory rates (‘physiological’ or ‘vital sign monitoring’).108 Physiological monitoring using the Oxehealth system allows nurses to access ‘real-time spot measurements of pulse rate and breathing rate without them having to enter the room’.109 These measurements are ‘displayed on a screen in the nursing station or on handheld tablet computers’.110 The software generates long-term information in the form of ‘a timeline summarising the patient’s location (in bed, elsewhere in their room, etc) for a day or a week ... to help characterise the patient’s behaviour during that time interval’.111

Other forms of biometric sensing go ‘beneath the skin’, where ingestible sensors have been integrated with psychopharmaceutical pills.

CASE STUDY: ‘Smart Pills’, ‘Digital Pills’ and Ingestible Sensors

In 2017, the US Food and Drug Administration (“FDA”) approved a so-called ‘digital pill’112 ‘Abilify MyCite’, as it is commercially named, integrates a pill with an electronic sensor. According to the FDA, ‘Abilify MyCite’ is aimed at ‘the treatment of schizophrenia, acute treatment of manic and mixed episodes associated with bipolar disorder and for use as an add-on treatment for depression in adults’.113 When a person swallows the pill, the sensor activates upon contact with stomach fluid. Information concerning the nature and timing of ingestion is then transmitted via a patch worn on the skin to a linked device, such as a smartphone. Family members, clinicians and other third parties can, with the person’s consent, attain the information through a web-based portal. The smartphone/tablet app can also track ‘self-reported measures of rest and mood’. The pills are advertised as ‘targeting the problem of medication adherence’.114 Digital pills have also been approved for use by regulatory bodies in China and the European Union.

Although biometric technology is relatively exploratory in the mental health context, its use is expanding. For example, the Oxehealth system used in the British trials is reported by the company who produces them to be ‘relied on by one in three English mental health trusts as well as acute hospitals, care homes, skilled nursing facilities, prisons and police forces in the UK and Europe’.115

---

106-7 Barrera, Alvaro et al, ‘Introducing Artificial Intelligence in Acute Psychiatric Inpatient Care: Qualitative Study of its Use to Conduct Nursing Observations’ (2020) 23(1) Evidence-Based Mental Health 34.
113 Ibid.
1.4.1 Power and Justice in the Biometric and Digital Turn

The rise of biometric monitoring in mental health care is being debated on several fronts. This includes contested claims about what ‘digital markers’ of behaviour can reveal.\textsuperscript{118} Even the term ‘digital phenotyping’ is contested and terminology remains unsettled. David Mohr and colleagues raise concerns that the term fails to convey the reality that the practice constitutes surveillance over intimate aspects of a person’s life.\textsuperscript{117} Mohr and colleagues, who ultimately endorse the potential value of the technology, state:

\begin{quote}
[W]hat might the term digital phenotyping signal mean to those whose data are being used? That such sensing is medical and scientific, perhaps? That it is complex? It does not convey to the average person that we are engaging in a sensitive form of surveillance: collecting large amounts of data, and using those data to understand deeply personal things, such as how they sleep, where they go, how and when they communicate with others, or whether they may be experiencing a mental health condition.\textsuperscript{118}
\end{quote}

The authors call for language that is more transparent about the intent and practice behind this technology, arguing the term ‘personal sensing’ is more appropriate.

Other commentators have drawn attention to deeper issues of justice and power. The use of biometric technologies to purportedly infer a person’s mental state or characteristics, and its use in pervasive forms of monitoring and surveillance, have raised particular concern.\textsuperscript{119} Leah Harris warns of biometric technologies developed by psychiatric or psychological professionals being used in forms of social control over marginalised individuals, not just in mental health settings, but also in prisons and other sites of carceral control, including in the ‘community’.\textsuperscript{120} Harris refers to Michel Foucault’s theorisation of the Panopticon, discussing the way ‘power is based on both the ability to observe others and the knowledge obtained through that observation’.\textsuperscript{121} The Panopticon was originally an architectural system and idea developed in the eighteenth century by Jeremy Bentham. Its purpose is to continuously observe prisoners in confinement. For Foucault, \textit{panopticism} is a surveillance mechanism used to exert disciplinary power throughout society by professionals, bureaucracies, government agencies, market actors and so on, by allowing for an ‘absolute and constant visibility surrounding the bodies of individuals’.\textsuperscript{122}

Toward the end of his life, Michel Foucault conceptualised a shift in Western societies away from the dominance of disciplinary environments such as largescale psychiatric institutions, to systems of constant external surveillance. He wrote, ‘[o]ne also sees the spread of disciplinary procedures, not in the form of enclosed institutions, but as centres of observation disseminated throughout society’.\textsuperscript{123} He charts these societal shifts toward forms of control that are less costly and complex to manage.\textsuperscript{124} Harris relates panopticism to biometric monitoring in the mental health context, warning that ‘[t]here is always an...'}
haptic power imbalance between the “omnipresent” and “invisible” watchers and their “permanently visible” subjects’ and that such imbalances have been expressed in psychiatry historically through its role in governing a marginalised and oppressed group. Harris’s framing has commonalities with broader critiques of the information economy in the current era, including Shoshana Zuboff’s prominent characterisation of ‘surveillance capitalism’.

EXPLAINER: Zuboff’s ‘Surveillance capitalism’

Shoshana Zuboff describes surveillance capitalism as the market-driven process that turn personal thoughts, experiences and behaviours into data that is then commodified for marketing purposes. Such processes rely on the increasing use of surveillance processes, through the collection of data, not just based on what a person ‘posts’ online, but from the ‘behavioral surplus data’ that emerges from how a person uses their digital technology. Biometric data, usage rates, the manner a person expresses themselves, all become converted into data that can be extracted and sold for value. Data is then on-sold with claims that it has predictive value for how someone may behave. Zuboff explains this extraction process within the context of a diabetes app:

You download a diabetes app, it takes your phone, it takes your microphone, it takes your camera, it takes your contacts. Maybe it helps you manage your diabetes a little bit, but it’s also just a part of this whole supply-chain dynamic for behavioral surplus flows. The stuff that they’re taking from you has nothing to do with the diabetes functionality for which you downloaded the app. Absolutely nothing. It’s simply siphoning off data to third parties for other revenue streams that are part of these surveillance capitalists’ ecosystems.

However, the market incentives that form under surveillance capitalism go beyond prediction, towards shaping or controlling behaviour, or as Zuboff describes, the creation of ‘monitoring and compliance regimes’. That is, digital technologies can be integrated with other incentives to ensure behaviours that are compliant with businesses objectives, such as sharing additional data or maintaining engagement in order to continue having access to the full benefits of the technology. One example where this is used is the ‘internet of things’, whereby there is an integration between digital technologies and data with everyday objectives, such as those in a google home, or with a car. The failure to share data may disable features of ‘smart devices’ in the home, or if payments run late on a car, it can be remotely disabled from operating any longer. Therefore there remains choice, but with significant trade-offs. Individual consumers in this setting have little bargaining power compared to significant digital platforms. The broader implications of these market incentives taken to their conclusion is the construction of a society that is in ‘perpetual compliance’ with business interests.
How might surveillance capitalism operate in the mental health context? Various critical accounts have been offered. Lisa Cosgrove and colleagues’ state:

Mental health apps that use digital phenotyping and other surveillance technologies position people as unwitting profit-makers; they take individuals at their most vulnerable and make them part of a hidden supply chain for the marketplace.\(^{132}\)

Examples of such data-extraction are included throughout this paper. Jonah Bossewitch warns of the ‘arrival of surveillance psychiatry’ and queries its role in the growing information economy, whereby ‘huge pools of data are being used to train algorithms to identify signs of mental illness’.\(^{133}\)

Researchers are claiming they can diagnose depression based on the color and saturation of photos in your Instagram feed and predict manic episodes based on your Facebook status updates. Corporations and governments are salivating at the prospect of identifying vulnerability and dissent. The emphasis on treating risk rather than disease predates the arrival of big data, but together they are now ushering in an era of algorithmic diagnosis based on the data mining of our social media and other digital trails.\(^{134}\)

One challenge for advocates will be to correctly identify the business models of companies generating or processing such data. Without transparency on this matter, which companies will not necessarily divulge, observers may be left to speculate. One obvious business model would be targeting platform users with commercial products, as the next example suggests.

**CASE STUDY: ‘Cerebral’ – app company accused of ‘accelerating the psychiatric prescribing cascade’**

A 2021 Bloomberg investigation of the popular mental health app ‘Cerebral’ found evidence that it led to overtreatment that generated increased sales of home-delivered psychopharmaceutical prescriptions.\(^{135}\) ‘Cerebral’ does not involve biomonitoring but it highlights a business model that others will be following in the industry, regardless of how data is generated. The Cerebral app provides a platform for connecting platform users to a therapist and a psychiatric nurse practitioner at a monthly cost.\(^{136}\) Former Cerebral employees reported to journalists that the company prized quantity over quality, involving more patient visits, shorter appointments and more prescriptions.\(^{137}\) Concerns were raised about the app ‘accelerating the psychiatric prescribing cascade’ for people seeking amphetamines prescribed for ADHD.\(^{138}\)

We will discuss private sector interests and the role of data concerning mental health in the information economy throughout the report.

---


\(^{133}\) Bossewitch (n 119).

\(^{134}\) Ibid.


\(^{137}\) ‘ADHD Drugs Are Convenient To Get Online. Maybe Too Convenient’ (n 135).

\(^{138}\) ‘How Mental Health Apps Can Accelerate the Psychiatric Prescribing Cascade’ (n 136).
Returning to biometric monitoring, others have raised concerns that people who use algorithmic interpretations of data concerning emotions are misled about the extent to which such systems can ‘capture’ the reality of emotional experiences. Victoria Hollis and colleagues point to a survey of people (n=188) who showed strong interest in automatic stress and emotion tracking, where ‘many respondents expected these systems to provide objective measurements for their emotional experiences’ despite this simply not being possible. This framing effect (which is often exaggerated by tech vendors) can even change the way people construe their own emotions. In another study, Hollis examined how algorithmic sensor feedback influences emotional self-judgments in a mixed-methods study with 64 participants. ‘Despite users reporting strategies to test system outputs, users still deferred to feedback and their perceived emotions were significantly influenced by feedback frames’ with some users even ‘overriding’ personal judgments, believing the system had access to privileged information about their emotions.

Similarly, Lisa Parker and colleagues, in their survey of the messaging of mental health apps, argued that prominent apps tend to over-medicalise states of distress and may over-emphasise ‘individual responsibility for mental well-being’. As a broad comment, the user/survivor/ex-patient movement and others have advanced reasons to de-medicalise approaches to supporting people in distress; which would seemingly extend to caution about framing personal mental crises as medical problems amenable to digital technological solutions. The framing effects of biometric monitoring often go unremarked, but the studies noted above suggest the effects can alienate people from their own self-perceptions. For their part, Hollis and colleagues argue that the framing effects should be acknowledged and used in ways to promote agency and help individuals more actively construe their personal experiences.

Concerns raised by Harris, Bossewitch and others move beyond questions of how to make particular technologies like biometric monitoring more equitable or ethical (for example, by ensuring the datasets adequately cover diverse communities that accommodate distinct ways of being and self-presenting). Instead, their questions relate to law and political economy, questioning whether technologies are creating a market for surveillance in the mental health context that perpetuates and even extends the worst power imbalances, inequities and harms of current mental health practices. Kaitlin Costello and Diana Floegel, for example, argue that the ‘link between the carceral state and mental healthcare in the United States is alarming’ and that biometric monitoring technologies ‘are poised to only further strengthen that link, despite calls to the contrary’. More fundamentally, this new ensemble of AI and mental health looks set to change what it is to be considered well or unwell.
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146 Harris, ‘The Rise of the Digital Asylum’ (n 119). This broader point was made by Frank Pasquale (see above n 6).
147 Kaitlin L Costello and Diana Floegel, ‘Predictive Ads Are Not Doctors’, Mental Health Tracking and Technology Companies’ (2020) 57(1 ) Proceedings of the Association for Information Science and Technology e250.
Moving the Frame from ‘What does the technology do?’ to ‘Who is benefiting and who is not?’

One analytical strategy to help counter these negative possibilities is to place the emphasis away from the technology itself and toward questions of who is benefiting from the push for these technologies, and – perhaps more importantly – who is losing. This framing challenges the common presentation of computational monitoring and evaluation as naturally being in people’s interests on the basis that ‘the more we know the more we can help.’ Such an optimistic view can easily dovetail with widely-held understandings about the legitimacy and unquestioned benefit of monitoring persons experiencing distress, lived experience and disability. As Sharon Snyder and David Mitchell have argued, ‘[o]ne of the primary oppressions experienced by disabled people is that they are marked as perpetually available for all kinds of intrusions, public and private.’

The broad group of critical commentators raising concerns with biometric monitoring draw attention to the potential intrinsic harms of processes of computational observation and measurement. Just as the ‘medical gaze’ has been used as a concept to critique the biomedical and individualistic framing of distress and other human experiences, some commentators have considered the potential harms of the ‘data gaze’. The ACLU, for example, describe a potential ‘nightmare scenario’ whereby a ‘data gaze’ extends to omni-present AI-powered monitoring and surveillance:

> the consistent tracking of our every conscious and unconscious behavior that, combined with our innate social selfconsciousness, turns us into quivering, neurotic beings living in a psychologically oppressive world in which we’re constantly aware that our every smallest move is being charted, measured, and evaluated against the like actions of millions of other people — and then used to judge us in unpredictable ways.

These concerns were not raised about the mental health context in particular, though they resonate with the concerns discussed in this section.

Others have raised concerns about the subtle harms caused by the way technological surveillance leads to an abstraction of the human body, which is then reassembled through a series of data flows. Jathan Sadowski has argued that the abstraction of ‘datafication’ is itself a form of violence. Extending these critiques to the disability context, Jackie Leach Scully and Georgia Van Toorn have argued that broader ‘datafication’ of the human body will delineate increasingly rigid boundaries between normality and disability. This impulse to quantify and distinguish embodied difference, they argue, ‘diverts attention from the realities of disabled lives, at a time when disability scholars and activists are arguing for more rather than less attention to the lived experience of disability.’ LLana James, discussing algorithmic racism and the impacts of the digital turn on other marginalised groups, has discussed how datafication can undermine the need to ‘act on the reliable narrator’ (that is, listening to the person or populations affected and how they articulate their needs). Instead, dominant narratives about technology insist on new and alternative ways to undertake expert observation and

---
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monitoring using data-driven technology. In the disability context, including the mental health context, the use of automation risks diverting attention from the experienced reality of disabled lives.

If these concerns are taken seriously, the use of technologies like AI to make assumptions and judgements about who we are, and who we will become is much more than a potential invasion of privacy; it is an existential threat to human autonomy and the ability to explore, develop and express our identities. It is potentially a normalising of surveillance in a way that is reminiscent of 19th century asylums as a state-authorised site of control over disabled lives, but using 21st century techniques of ubiquitous observation and computational ‘processing’. Grappling with these possibilities will be a necessary part of discussion about the potential harms and public benefits afforded by technology in the mental health context in general, particularly biometric monitoring.

1.4.2 Governing the Future of Biometric Monitoring in Mental Health Settings

Biometrics more generally are the subject of a growing field of research, practice, advocacy, activism and law reform. In healthcare, the COVID-19 pandemic has accelerated the international adoption of forms of biomonitoring and surveillance, and other public health monitoring and security technologies, whether adopted by states, private entities or individuals.

In the mental health context, scholarship that explores the legal, ethical, social and political concerns with biometric technologies is emerging. More work is clearly required. Later themes discussed in this report will engage with some of the questions directly relevant to biometrics. Such questions include asking if those deemed through biometric monitoring to be ‘cognitively impaired’, ‘mentally disordered’, ‘suicidal’, or likely to become any of those things, will be informed that such attributions have been made. Will they be able to opt-out of the monitoring process in the first place? Will they be able to contest such labels before data are transferred to others? Given the purported ease with which mobile phone data-points can be used for automated profiling to determine cognitive impairment, are there sufficient safeguards to govern whether or how this should occur? More pointedly, should moratoria apply to some forms of biometric monitoring and surveillance in the mental health and disability context on the basis that they are fundamentally harmful or inconsistent with human rights? How would such a decision be made? What role is currently being played by psychiatric and psychological sciences in advancing such technologies? What role should they play?

This is a critical moment to reflect how the current choices being made in various institutions concerning ‘digital mental health’ – from research, services, policies and programming – might affect future approaches to distress, anguish, mental crises and so on. To conclude Part 1 we turn to the glaring omission from these choices of the very people for whom the technologies are purportedly designed.
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1.5 Elevating the Perspective of People with Lived Experience of Extreme Distress and Disability

As mental health advocates, we work to ensure there is “nothing about us without us.” What happens when our voice is missing from the system? Well, very bad things. In the name of treatment, we’ve experienced injustice, neglect, and abuse.

- Kelechi Ubozoh

For many decades, people with lived experience of distress and mental health issues have had a profound impact on rethinking and rearranging societal responses to mental health and distress. In policy and practice, this group has altered service provision and prompted policy change and law reform. Quite outside of traditional services they have established forms of mutual aid and community development to help people in personal crisis, profound distress and extreme states of consciousness. In research, service user and survivors and representative groups have challenged traditional research assumptions, theories and methods, developed ethical frameworks and aligned their work to other social movements. All of this has contributed greatly to the development of knowledge about distress, mental health, illness and disability.

The involvement of diverse groups of people with firsthand experience in mental health services in research typically affects how that research is undertaken, including the empirical and conceptual approaches that are chosen, and what is produced. Yet, in many public documents celebrating the positive potential of digital technologies in mental healthcare, there is a concerning lack of partnership with people with firsthand experience of mental health services and their representative organisations. In a 2021 survey, Piers Gooding and Timothy Kariotis reviewed all applied studies that used algorithmic and data-driven technologies in ‘online mental health interventions’. Of the 132 papers in the survey, only four (or 3% of the field captured in the survey) appeared to involve people who have used mental health services, or those who have lived experience or psychosocial disability, in the design, evaluation or implementation of the proposals in any substantive way (Refer to Figure 1). The studies demonstrated ‘a near-complete exclusion of service users in the conceptualisation or development of algorithmic and data-driven technologies’ and their application to mental health services. This pattern conforms with a longstanding marginalisation of lived experience perspectives in academic research.

Figure 1: Survey ‘online mental health’ studies that use algorithmic technology

| 132 papers |
| 3% involved lived experience viewpoints |
Exclusion does not define all initiatives in the field. Indeed, there are good examples of technological responses that have been designed with a high level of active input by those most affected by the technology\textsuperscript{169}. There are also several data-driven technologies \textit{initiated and led} by people with lived experience of distress and mental health services\textsuperscript{170}, including a growing range of ‘digital peer support measures’ around the world\textsuperscript{171}.

**CASE STUDY: ‘CommonGround’**

‘CommonGround’ is an example of a digital decision-making aid to help facilitate communication and share information between those accessing services and those providing them and can help people navigate through service options. CommonGround is a computer-interface presented in the waiting rooms of mental health settings and elsewhere, as a ‘a web application to support shared decision making in the psychopharmacology consultation’\textsuperscript{172}. CommonGround was developed by Patricia Deegan, a disability-rights advocate, psychologist and researcher who draws explicitly on her experience as a mental health service user. Service users are invited by a peer worker – that is, someone engaged to draw on their lived experience of mental health crisis, mental health service use and so on – to complete a pre-consultation report about their personal preferences and values before meeting with a medical professional. This may include contextual information, such as the person’s aims and values recorded in her/his own words, or her/his preferred activities to promote wellness and recovery\textsuperscript{173}.

\textsuperscript{172} Ibid.
\textsuperscript{173} Deegan et al (n 170).
Other initiatives promote mutual forms of peer support and community development.

**CASE STUDY: Virtual Support Network, Kenya**

In Kenya, a volunteer-run ‘virtual support network’ emerged from the advocacy organisation *Users and Survivors of Psychiatry in Kenya (USP Kenya)* and has been running for several years. There are 8 administrators and 200+ members. Most members are individuals who have accessed mental health services themselves, but there are also members who are family members, caregivers, psychologists and counsellors. The network communicates on a mainstream messenger service and is described in a *USP Kenya* report as being ‘fully community-based, operat[ing] outside Kenya’s mental health system and [not linked] to any mental health institution’. The peer support involves crisis support for individual members, regular face-to-face meetups, information sharing, the generation of fundraising for individual members who are in financial crisis (particularly following the COVID-19 pandemic), the connecting of individuals to local community organisations and so on. New members are provided with guidelines for participation and content moderation. Some basic advance-planning is provided whereby members can indicate what type of support they would like during future crises, including family contact information, but not all members wish to share this information. Some members have not shared their mental health diagnosis publicly beyond the group and prioritise privacy. The network receives no funding.

Informal initiatives such as the Kenyan virtual support network may not make it into the public spotlight in the same way governments, health practitioners, large NGOs and private sector actors do. Nor may they deploy AI or other ‘cutting edge’ technologies. Yet, they often warrant resources or further research to determine how and why they are working (if indeed they are) and how they can be supported.

Other peer-led initiatives use data-driven technologies in systemic advocacy and the monitoring of state-run services.

**CASE STUDY: Open Data Advocacy and Public Monitoring of Disability Services**

In 2021, a Canadian coalition of open data advocacy groups in collaboration with disabled people’s organisations aimed to crowd-source a database of congregate institutions for disabled people in Canada, which included people with psychosocial disabilities. They aimed to trace the impact of COVID-19 on disabled people and prioritise vaccinations. A collaboration between open data groups led to a public event in which members of the public could join an online initiative to ‘Hack the Data Gap’ and create an up-to-date database of relevant residential facilities.
However, despite some good examples, there are concerning signs that much activity in academia, the market and government have not adopted the standard of active involvement of people with lived experience.\textsuperscript{180}

Furthermore, of the little commentary and scholarship by people with lived experience that does exist, most commentators tend to be more ambivalent about digital technology’s role in mental healthcare and crisis responses than those in government, industry and professional bodies. These diverse and varied viewpoints will be discussed throughout this report.

Ultimately, our report is premised on the view that active involvement of those most impacted by algorithmic and data-driven technologies should not be seen merely as a matter of ‘stakeholder engagement’, but rather as an ethical orientation. This ethos requires a stronger social and political commitment by actors involved in digitising mental health initiatives to avoid the pitfalls of past research that was ‘done to’ and not \textit{with or by} people who are primarily impacted.

Thoughtful, participatory design is also likely to result in higher quality technological practices that better meet the needs and preferences of those for whom they are designed. Without it, there is a greater likelihood of costly technologies being introduced in an unthinking manner, created to address one issue without sufficient thought to harmful flow-on consequences. According to Dainius Pūras, the former UN Special Rapporteur on the Right to the Highest Quality Physical and Mental Health:

\begin{quote}
participation of persons with mental health conditions, including persons with disabilities, in the planning, monitoring and evaluation of services, in system strengthening and in research, is now more widely recognized as a way to improve the quality, accessibility and availability of services and the strengthening of mental health systems.\textsuperscript{181}
\end{quote}

Diverse parts of the international social movement of disabled people have also advocated along these lines, as have multiple international and national human rights agencies.\textsuperscript{182}

Harms perpetuated in the name of mental health care in the past offer a cautionary tale for any proposed solutions in mental health services today that exclude affected populations. Clarence Sundram has written of widespread abuse and violence perpetrated in recent times, in which people deemed mentally, intellectually and cognitively impaired in some way were subject to cruel, inhuman and degrading treatment of various kinds.\textsuperscript{183}

This included arbitrary detention without legal process (sometimes for life), forced sterilisation, being chained and caged, confinement to squalid conditions in institutions, the use of painful medicines and procedures, irreversible surgical interventions and medical experimentation against individuals’ wishes, including experimentation with no intended benefit for the person.

\textsuperscript{180} Carr (n 51); Wykes (n 165); Gooding and Kariotis (n 43).


This history recalls that harms in the name of care have occurred in living memory, some of which continue today (as discussed throughout Part 2). Many people who have experienced distress, psychosis, psychosocial disability and so on, have had negative, violative and dismissive experiences in mental health services—even as many have had positive experiences.184 Several commentators with a range of experiences with mental health services have demanded that the digital turn must not extend or exacerbate these historical patterns of harm, even if that means proceeding cautiously.185

**CASE STUDY: The Halting of an App by the UK Mental Health Foundation**

David Crepaz-Keay, the Head of Applied Learning at the UK Mental Health Foundation reported that an app being developed by the Mental Health Foundation to assist mental health service users was indefinitely halted during an internal consultation process, after service user advisors raised serious concerns. Concerns included privacy being compromised and the possibility of individuals’ data being shared with companies and government agencies, including criminal justice agencies.186

The consequences of poorly designed algorithmic and digital technologies to assist people in mental health crises will be borne by people who have engaged with mental health services, or who live with distress, illness and disability. Hence, these groups must be actively involved in governance of algorithmic and data-driven technology in the mental health context. Jonah Bossewitch puts it succinctly when he writes: ‘It is possible to redirect this wizardly technology to help support people better. Doing this well starts with inclusive design—people with lived experience need to be involved in planning and shaping the systems meant to support them. Nothing about us without us.’187
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Part 2 - Themes for Responsible Public Governance

To draw out the various issues raised by the rise of automation in the mental health context, the remainder of this report is ordered around the following inter-related themes, or ethical and political values:

- Promotion of public interest
- Privacy
- Non-discrimination and equity
- Safety and security
- Transparency and explainability
- Human control of technology
- Professional responsibility
- Accountability

These themes commonly appear in global discussions about algorithmic technology and data governance. However, we add the following caveats. By ordering our discussion under these themes, we are not suggesting that a statement of ‘principles’ is needed for the mental health and disability context – quite rightly, ‘principles documents are frequently challenged as toothless or unenforceable.’ At its worst, looking at ethical themes or values can draw attention away from broader questions of justice, power, finance and politics that drive the recent growth of algorithmic and data-driven technologies, as discussed above. It should be acknowledged that the themes we have tentatively listed risk narrowing the focus of public debate to questions of procedural safeguards – for example, by zeroing in on auditing processes designed to achieve fairness, accountability and transparency. This narrow focus can divert attention from more fundamental questions, such as whether or not certain systems should be built at all, whether because they have proven harms or because they have unproven benefits.

However, given the striking lack of research on the politics of mental health and disability-related automation, these themes provided a way to frame our discussion using themes that are common in broader public discussion about algorithmic and data-driven technology, even as these themes may need to be re-framed. Finally, the value of the discussion is dependent upon the integration of these themes in larger public governance systems, from legislation, regulation, the work of professional associations, the advocacy of civil society organisations, activism, quality journalism and everyday practices designed to support people or communities in crisis.

---

188 These eight themes are identified by the Berkman Klein Center in a report comparing the contents of thirty-six prominent AI principles documents side-by-side. Jessica Fjeld et al, Principled Artificial Intelligence: Mapping Consensus in Ethical and Rights-Based Approaches to Principles for AI (SSRN Scholarly Paper No ID 3411482, Social Science Research Network, 15 January 2020) [https://papers.ssrn.com/abstract=3411482]. 47 principles were identified that sit beneath these themes. Our aim is not to exhaustively arrange material beneath each specific principle but to link our discussion to emerging areas of consensus in what can otherwise be a fractured global conversation on trustworthy AI, ‘algorithmic accountability’ and other efforts to create technology responsibly.
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2.1 Privacy

[R]easserting the right to privacy... may be a central component [for building] a platform for democratic governance and social equality within an information society.

– Jonah Bossewitch and Aram Sinnreich192

The right to privacy is longstanding in international human rights law and aims to protect a citizen from unlawful interference with their private life and correspondence.193 Yet, the contemporary communication ecosystem allows vast amounts of data to feed into technologies for use in surveillance, advertising, healthcare decision-making and many other sensitive contexts.194 Complex forms of government and private sector monitoring exist that draw on sophisticated technologies to trace individuals and detect their behaviour, networks, consumption and so on. The role of data concerning mental health in these processes is poorly understood.

Clearly, privacy over individuals’ and communities’ data concerning distress and mental health is vital. Failure to attend to privacy issues could have multiple negative consequences: it may shape individuals’ willingness to disclose their distress (for example, privacy concerns may undermine a person’s confidence in seeking support); data may be used to discriminate against individuals, families or groups, which could be used in the context of insurance, employment, housing, credit ratings and so on; data may be sold or monetised without an individual’s consent, including being used to inform manipulative advertising practices; and may enable identity theft and health system fraud. People may avoid disclosing or accessing a service for fear that their medical biography or data on their mental and personal life may be used to their disadvantage in the future—which crucially undermines trust, which is so essential to therapeutic engagement and the seeking of support.

Alternatively, many people will simply be unaware of the risks. Indeed, most consumers have low awareness about the implications of data sharing practices within the larger communication eco-system.195

CASE STUDY: Privacy and ‘Mental Health Apps’

In 2015, the National Health Service of England closed its App Library after a study found that 20 percent of the apps lacked a privacy policy and one even transmitted personally identifiable data that its policy claimed would be anonymous.196 The authors concluded that:

- 89% (n = 70/79) of apps transmitted information to online services
- No app encrypted personal information stored locally
- 66% (23/35) of apps sending identifying information over the Internet did not use encryption and 20% (7/35) did not have a privacy policy

Two studies undertaken in 2019 found that only just under half of the popular mental health apps surveyed had a privacy policy that informed users about how and when personal information would be collected or shared with third parties.197

193 International Covenant on Civil and Political Rights, Article 17.
194 Fjeld et al (n 188) p.21.
The proliferation of direct-to-consumer apps and therapy platforms highlights the expansion of digital mental health initiatives in marketised form. Nicole Martinez-Martin has written that ‘the consumer domain presents particularly vexing issues for trust, because the frameworks for accountability and oversight, as well as the mechanisms for data protection and assuring safety and effectiveness, are still evolving’.198

2.1.1 Ad-Tech and Predictive Public Health Surveillance

Data and analytics in advertising can exploit behavioural biases and create consumer exploitation or be used in political targeting on an unprecedented scale.199 Sensitive information about people who are potentially in distressed states can be used by private companies to manipulate people into buying certain services or products.

CASE STUDY: Facebook/Meta ad-tech identifying when children feel ‘worthless’ and ‘insecure’

In 2017, Australian media reported that Facebook systems could target Australians and New Zealanders children as young as 14 years old and help advertisers to exploit them when they’re most vulnerable.200 This included identifying when the children felt ‘worthless’, ‘stressed’, ‘anxious’, ‘insecure’, and in ‘moments when young people need a confidence boost’. The document offering these capacities to advertisers was authored by two top Australian executives in roles described as ‘Facebook Australia’s national agency relationship managers’.201

Facebook denied that it let advertisers target children and young people based on their emotional state, and claimed that it has ‘an established process’ to review such research but that this particular project ‘did not follow that process’.202 Facebook reasserted that it had a policy against advertising to ‘vulnerable users’.203

Four years later, in April 2021, civil society organization Reset Australia reported that Facebook was found using children’s data to on-sell to advertisers seeking to target children interested in extreme weight loss, alcohol or gambling.204

Conversely, a similar approach to targeted advertising can be used in public health initiatives that seek to direct people who may be in distress to particular mental health services. The aim of such initiatives is to provide ‘pre-emptive’ support to assist people to access support, particularly those who may be averse to accessing formal services, as the following example shows.

---
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CASE STUDY: Predictive prevention and targeted advertising

A report by the PHG Foundation describe a ‘digital wellbeing service’ in London.205

Good Thinking is a digital wellbeing service rolled out across the city as part of the Healthy London Partnership; it uses data-driven marketing techniques to target advertisements for digital services to people who may be experiencing mental health issues. This targeting is based on people’s use of online search engines and social media platforms, thereby proactively identifying those who may benefit from services and who would not necessarily self-present to the health system. Those who display patterns of searching or social media posts consistent with early predictors of mental health decline [for example, sleep deprivation, isolation, alcohol consumption] are targeted with subtle advertisements around their personal issue. If the user engages with the advertisement, they are filtered through to a digital service containing recommended and approved apps for their specific problem. All this is done without the health system requiring access to raw data or any personal information about the user and the citizen is not aware they are engaging with the health system.

The intent of the Good Thinking targeting service, which is described as a ‘precision prevention initiative’ by its developers, is to provide benefit to individuals in apparent distress. This aim aligns with the UK Government’s Green Paper on ‘Advancing our health: prevention in the 2020s’, which describes a move towards ‘proactive, predictive and personalised prevention’.206

Serious questions may be raised about such programs given that they seem to largely target people from outside the formal healthcare system who have not consented to or necessarily intentionally sought out health care services. Although the advertisements for Good Thinking are targeted at those who appear to be searching for support in relation to distress, one component of the targeted digital advertising ‘[t]argets users whose behaviour, demographic and location suggests they are a potential service users [sic] – a “passive” audience.’207

Data-based targeting and automated profiling was discussed by the World Health Organisation in its report, *Ethics and Governance of Artificial Intelligence for Health*, which noted its ambiguous potential:

AI can be used for health promotion or to identify target populations or locations with “high-risk” behaviour and populations that would benefit from health communication and messaging (micro-targeting) […] Micro-targeting can also, however, raise concern, such as that with respect to commercial and political advertising, including the opaqueness of processes that facilitate micro-targeting. Furthermore, users who receive such messages may have no explanation or indication of why they have been targeted. Micro-targeting also undermines a population’s equal access to information, can affect public debate and can facilitate exclusion or discrimination if it is used improperly by the public or private sector.208

---


A prominent example of a data-driven preventive health monitoring initiative that faced a severe public backlash was the ‘suicide watch radar’ app that was trialled in the UK.

**CASE STUDY: Crisis Surveillance and the ‘Suicide Watch Radar’ App**

In 2014, the UK charity Samaritans abandoned its use of a ‘suicide watch radar’ app, which enabled users to monitor the accounts of another user for distressing messages. The project aimed to direct emergency responders to those in crisis. However, public campaigners argued the tool breached user’s privacy by collecting, processing and sharing sensitive information about their emotional and mental health.\(^\text{209}\) Dan McQuillan commented of the program:

Thanks to the inadequate involvement of service users in its production,

It ignored the fact that the wrong sort of well-meaning intervention at the wrong time might actually make things worse,

Or that malicious users could use the app to target and troll vulnerable people.\(^\text{210}\)

Automated profiling such as the Samaritan’s ‘Radar’ app clearly engages the new generation of data protection laws. The EU’s General Data Protection Regulation (GDPR), for example, defines automated profiling as ‘any form of automated processing of personal data consisting of the use of personal data to evaluate certain personal aspects relating to a natural person, in particular to analyse or predict aspects concerning that natural person’s performance at work, economic situation, health, personal preferences, interests, reliability, behaviour, location or movements.’\(^\text{211}\) Other parts of the GDPR would bear on how such profiling could be used. Article 22, for example, states that ‘the data subject shall have the right not to be subject to a decision based solely on automated processing, including profiling, which produces legal effects concerning him or her or similarly significantly affects him or her.’\(^\text{212}\) Bernadette McSherry has noted that predicting aspects of a person’s mental health appears likely to fall within the ambit of this Article.\(^\text{213}\)

### 2.1.2 Privacy and Monetisation of Sensitive Personal Data

Privacy issues are compounded by the increasing monetisation of health and other forms of personal data. Online mental health initiatives are emerging in an internet that is increasingly dominated by profit-driven information flows. Some mental health websites or apps and affiliated third-party companies are treating the personal data of users as a commodity and tracking them for marketing or other commercial purposes.\(^\text{214}\) This may occur as an explicit business decision by a private company that provides direct-to-consumer services for those in distress, or may occur inadvertently where a service provider is unaware of the way third-party trackers are operating on their platforms. ‘Third-party trackers’ which are sometimes described as ‘tracking cookies’ or ‘trackers’, are elements of websites that are created by parties other than the developers of the website the person is currently visiting; this would include providers of advertising, analytics and tracking services.\(^\text{215}\)

---


\(^\text{210}\) McQuillan (n 148).

\(^\text{211}\) Regulation (EU) 2016/679 of the European Parliament and the Council of 27 April 2016 on the protection of natural persons with regard to the processing of personal data and on the free movement of such data, and repealing Directive 95/46/EC (General Data Protection Regulation) [2016] OJ L 119/1, Art 4 “Definitions”.

\(^\text{212}\) Ibid Art 22.


\(^\text{215}\) Michal Wlosik and Michael Sweeney, ‘First-Party & Third-Party Cookies: What’s the Difference?’, Clearcode (2 November 2018) (<https://clearcode.cc/blog/difference-between-first-party-third-party-cookies/>). Third party trackers are mainly used for tracking and...
CASE STUDY: Privacy International finds top mental health websites sell visitor information to third parties and breaches the GDPR

In 2019, Privacy International analysed more than 136 popular webs across France, Germany and the UK related to depression. The websites were chosen to reflect those that people would realistically find when searching for help online. The authors found that over three quarters of web pages contained third-party trackers for marketing purposes, which could enable targeted advertising and marketing from large companies like Google/Alphabet, Amazon and Facebook/Meta.

Most websites, according to the authors, failed to comply with the EU General Data Protection Regulation in upholding individual’s privacy (acknowledging that the UK is no longer part of the EU). In 2020, a follow-up study found that 31.8% (42 out of 132) of the tested webpages reduced the number of third parties with whom users’ data was shared. However, Privacy International concluded that ‘[g]enerally, most websites analyses haven’t taken action to limit data sharing [meaning]… personal data are still shared for advertising purposes’ with hundreds of third parties with no clear indication of the potential consequences.

Knowledge of a user’s distress could, at a minimum, allow companies to advertise specific treatments, services, or financial products, as noted previously. It could also be sold to other interested parties, such as insurers, as discussed later in the report (see Non-Discrimination and Equity). Some have suggested that data concerning the health of individuals will be more lucrative than the sale of particular health products. Nick Couldry and Ulises Ali Mejias have argued that this likelihood is evident in Amazon’s recent moves to open an online pharmacy:

Amazon Pharmacy’s promise of 80 per cent discounts suggests that the US retailer sees opportunities not in realising immediate profits, but in extracting a more valuable resource: data about the most intimate details of our lives.

Not only may data extraction be used to predict the person’s distress in order to match them to an advertised product, but another broader function may be to shape the person’s experience and behaviour in order to direct them to existing advertisement/products. Zuboff refers to this shaping of human experience and behaviour when highlighting the emergence of ‘behavioral futures markets’. This may be evident in the Cerebral app, noted above, which reportedly pushed platform users toward shorter appointments and more prescriptions in ways that potentially ‘accelerated the psychiatric prescribing cascade’.220

online-advertising purposes but can also provide certain services, such as live chats. These third-party elements are mainly used on mental health websites, according to Privacy International, for advertising and marketing purposes. Privacy International appear to have undertaken the most comprehensive research on this issue. ‘First-party cookies’ would refer to elements of a website developed by the website creators or operators that provide the same function as third-party cookies but which are operated and utilised by the website creators/operators themselves. Trackers by third-parties monitor users’ behaviour across various online sources such as apps, smartphones, websites, smart TVs and so on. They may be used for a variety of reasons from connecting social media platforms to monitoring analytics of how a user interacts with a web or marketing purposes. They allow for a third-party to collect, monitor and use data related to a users’ interaction with a specific online tool. Privacy International (n 186).
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CASE STUDY: ‘Practice Fusion’ and Clinical Decision Support Software that Unlawfully Boosted Opioid Prescribing

The United States (US) government recently settled a case with a company called ‘Practice Fusion’, which produced clinical decision support software that was used by doctors when prescribing medication for patients, and was found to have received kickbacks from a pharmaceutical company intended to drive up opioid prescribing.\textsuperscript{221} Megan Prictor explains that ‘[t]he payments were for creating an alert in the [electronic health record] designed to increase the prescription of extended-release opioid medication (and hence the sale of Purdue’s products) to treat patients’ pain symptoms.’\textsuperscript{222} She notes:

The court heard that Purdue Pharma’s marketing staff helped to design the software alert, which ignored evidence-based clinical guidelines for patients with chronic pain… The alert was triggered in clinical practices some 230 million times between 2016 and 2019 and resulted in additional prescriptions of extended-release opioids numbering in the tens of thousands, causing untold human harm. Most of the prescriptions were paid for by federal healthcare programmes.\textsuperscript{223}

The fraud was uncovered through a US government investigation, which had originally investigated separate unlawful conduct by the company concerning falsely obtained government certification for its software. The company had failed to meet certification requirements, which itself had led software users inadvertently to falsely claim government incentive payments. Software users – presumably comprising of various healthcare providers – had attested that the software complied with government regulations, when in reality it did not.\textsuperscript{224}

It is clear that technologies are now being designed to push ‘users’ to access services or products aligned with business interests tied to the technology,\textsuperscript{225} or to enforce conditional welfare and social benefit rules in government-funded services in ways that erode care,\textsuperscript{226} as will be discussed later in the report.

Privacy International’s finding that mental health websites sell visitor information to third parties highlights a striking fact: it is becoming harder to access mental health support without that access being digitally recorded in some way. The likelihood of such information moving beyond the discrete and relevant digital repositories of one service is increased by the massive and interconnected flow of data in today’s communication ecosystem. A report for the Consumer Policy Resource Centre notes the implications of the ease with which data can be transported:

consumers may well start to avoid accessing important healthcare services and support if they feel that companies or governments cannot be trusted with that information, or that they may be disadvantaged by that information in future. For example, insurer MLC was found to have excluded a consumer from mental health coverage in life insurance due to her accessing mental health services for the sexual abuse she suffered as a child in the mid-1980s.\textsuperscript{227}


\textsuperscript{222} Ibid.

\textsuperscript{223} Ibid.

\textsuperscript{224} Ibid.

\textsuperscript{225} Some commentators have raised concerns that these technologies may unintentionally lead to an increase in the use of forced interventions where behavioural data indicate suicidality. Cosgrove et al (n 132) 620.


\textsuperscript{227} Brigid Richmond, A Day in the Life of Data: Removing the Opacity Surrounding the Data Collection, Sharing and Use Environment in Australia (Consumer Policy Resource Centre, 2019) 37.
This concern extends to accessing physical services given that the monitoring power of smartphones through location-tracking can potentially show the frequency and types of healthcare services an individual accesses. Some mental health initiatives that introduce a major digitalised or virtual component have explicitly prioritised privacy as a key component of appropriate support.

**CASE STUDY: Privacy by Design in Digital Support in a Refugee Camp**

In 2018, researchers at the Data & Society research institute released a report entitled ‘Refugee Connectivity: A Survey of Mobile Phones, Mental Health, and Privacy at a Syrian Refugee Camp in Greece’. The authors demonstrated ways that phones were essential to aid, survival and well-being. The survey design simultaneously employed two distinct methodologies: one concerned with mobile connectivity and mental health, and a second concerned with mobile connectivity and privacy. This project was supported by the International Data Responsibility Group. The research was premised on a view that privacy can be essential to easing distress and mental health, both in terms of receiving support and in the lives of refugees and asylum seekers more generally, particularly those at risk of persecution.

---
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2.1.3 Data Theft and Data Trafficking

As the amount and value of personal data stored online proliferates, data theft and trafficking will continue to occur. In 2017 in the US, for example, a mental health service provider in Texas notified 28,434 people whose data were allegedly stolen by a former employee.230 However, by far the most extreme case concerning mental health was reported in Finland in October 2020.

‘Vastaamo hacking could turn into largest criminal case in Finnish history’

On the 27th of October 2020, the Associated Foreign Press reported that:231

The confidential treatment records of tens of thousands of psychotherapy patients in Finland have been hacked and some leaked online, in what the interior minister described as “a shocking act”. Distressed patients flooded victim support services over the weekend as Finnish police revealed that hackers had accessed records belonging to the private company Vastaamo, which runs 25 therapy centres across Finland. Thousands have reportedly filed police complaints over the breach. Many patients reported receiving emails with a demand for €200 (£181) in bitcoin to prevent the contents of their discussions with therapists being made public.

Around 30,000 people are believed to have received the ransom demand at the time of writing; some 25,000 reported it to the police. Some of the records belonged to children, politicians and other public figures. They contained details about adulterous relationships, sexuality hidden from family, suicide attempts and paedophilic thoughts.232

Vastaamo, the private company that owned the leaked patient database, has since claimed bankruptcy.233 At the time of writing, criminal proceedings are underway and victims would be able to seek compensation from the perpetrator(s) of the extortion if they are caught. In addition, Finland’s Data Protection Ombudsman is reportedly looking into whether Vastaamo breached European Union data protection rules, which would mean Vastaamo would be responsible for compensating injured parties—though according to Leena-Kaisa Åberg, Executive Director of Victim Support Finland, any returns from the bankrupt company would be modest.234

Such incidents raise questions around the security required to protect people’s privacy relating to mental health, distress and disability, to digitally store and process sensitive personal data (of which more is discussed in the Safety and Security section below). According to William Ralston, the example from Finland is particularly troubling because Finland is regarded as having among the most advanced electronic health policy and governance frameworks in the world.235 Questions also arise about the security methods in place for technologies that are operating outside the formal healthcare context, such as the vast selection of mental health apps operated by private companies collecting personal data through people’s smartphones. Indeed, the private company in Finland that was hacked, Vastaamo, was the largest private mental health operator in the country, and investigations is underway at the time of writing to determining where responsibility for the data breach lies.236

---
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2.1.4 Privacy and Discrimination

Privacy can be closely linked to issues of discrimination in the mental health context because a person’s mental health status – such as their psychiatric diagnosis or record of encounters with health services – can be used in ways that are leveraged against them, including by potential employers, insurers and state agencies.

**CASE STUDY: Privacy and Border Discrimination**

In 2017, Canadians with a documented history of mental health hospitalisations and particularly suicide attempts were being refused entry at the US border.237 An inquiry by the Office of the Privacy Commissioner of Canada found that the Toronto Police had collected non-criminal mental health data and shared it with several government agencies—eventually it was shared with US Customs and Border Protection.238 US border officials used the information (again, which was non-criminal in nature) to refuse entry to several Canadian citizens into the US. The Office of the Privacy Commissioner of Canada determined that ‘both the specific and systemic aspects of the complaints [were] well-founded’, meaning that the Royal Canadian Mounted Police, which had stewardship of the database, failed to respect the Privacy Act rights of the complainant.239

This troubling case study highlights how privacy laws can be used to protect the sharing of data concerning people’s mental health. However, privacy laws in many countries were generally written prior to the explosion of algorithmic and data-driven technologies and are therefore unlikely to provide robust protection for people’s data concerning health in many places. One challenge is that privacy law and policy in various countries contain different definitions of ‘personal data’ and ‘sensitive personal data’, which means various forms of data concerning a person’s mental health, distress and disability may or may not be protected.

2.1.5 Data Protection Law

It is generally agreed that robust data protection laws can provide a more comprehensive framework compared to privacy law for protecting a range of forms of personal data and can also include additional rules for categories like health and research data. The EU’s GDPR is an influential example of data protection rules designed to remedy gaps caused by fuzzy definitions of what constitutes personal data; it specifies steps any organisation or agency handling ‘personal data’ must take in order to uphold the right to privacy. This includes ‘sensitive personal data’, which extends to ‘data concerning health’. In the US, the California Consumer Privacy Act takes a similar direction, though the scope of the GDPR is broader.240

---
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New Approaches to Data Protection Law

Two contrasting examples highlight flaws in legacy regulation of data concerning mental health and the importance of robust data protection law that covers data in the current communications ecosystem.

**LEGACY EXAMPLE: Food and Drug Administration (FDA) (US)**

In the US, apps that collect health related data and pose a high risk to the public only fall within the scope of the FDA if they transform a mobile phone or any other electronic device into a medical device. This is often referred to as ‘Software as Medical Device’. As Schenble, Elger and Shaw point out, the FDAs scope ‘does not address a substantial number of health data collectors, such as wellbeing apps; websites, especially patient centered portals... and social networks, and thus, it excludes most indirect, inferred and invisible health data, which subsequently are subject to the US Federal Trade Commission guidance, resulting in lower safeguards of potentially highly personal data’.

**‘NEW GENERATION’ DATA PROTECTION LAW EXAMPLE: GDPR (EU)**

In contrast, the EUs GDPR covers any kind of personal data regardless of the context in which it is collected. Additional rules are then applied to health or research data. Health data, for example, is treated as a special category of data that is sensitive by its nature. Article 9, section 1, states that:

> Processing of personal data revealing racial or ethnic origin, political opinions, religious or philosophical beliefs, or trade union membership, and the processing of genetic data, biometric data for the purpose of uniquely identifying a natural person, data concerning health or data concerning a natural person’s sex life or sexual orientation shall be prohibited.

This provision makes clear that data generated in social media or by connected devices could reveal any of these different sensitive types of data.

The GDPR explicitly does not include the term ‘health data’ and instead uses the broader phrase ‘data concerning health’. Schneble and colleagues argue that this important distinction ‘opens the door to indirect and inferred health data falling within the scope of the GDPR’, and therefore strengthens its application outside as within the formal healthcare system. It is too early to determine the extent to which Schneble and colleagues are correct.

Others remain sceptical that even leading data protection laws like the GDPR can sufficiently protect people in the mental health context against the full range of the harms that may arise. Nicole Martinez-Martin and colleagues, for example, refer to the risk of misuse of data that is used to infer things about the health of an individual, and stated that:
existing regulations do not address or sufficiently protect individuals from companies and institutions drawing health inferences from that personal data. Furthermore, these data or health inferences may be used in ways that have negative ramifications for people, such as higher insurance rates or employment discrimination. Adding further concern, some consumer digital mental health services also have been found to employ misleading or false claims regarding their collection and use of sensitive personal information. Against this backdrop, even clinical, “regulated” applications … present significant concerns regarding transparency, consent and the distribution of risks and benefits for patients and users regarding how their data may be shared and used.*

Even where harmful or potentially harmful practices are identified and found to be violating data protection laws, the success of those laws is dependent on the capacity of authorities to enforce compliance, which remains an issue with the GDPR. In any case, the GDPR is complex and only applies to organisations based in the EU. More conceptual and regulatory work is required to better define and regulate ‘data concerning health, mental health and disability’ and their use in automated profiling, to address issues of ‘indirect, inferred, and invisible health data’.

Regarding law more generally, just as there is a risk of idealising technology’s promise, so there is of law: vigilance is required as to whether law reinforces unjust power relations. For example, if regulatory regimes to protect privacy are characterised by light-touch, pro-industry approaches that are designed to ease market authorisation of digital mental health services and products, this may promote the spread of cheap (if limited) software to replace more expensive, expert and empathetic professional support, and disrupt care service provision. Regulation should aim to reduce all forms of domination, but there is always a risk that it will fail and/or reinforce domination. Some legal scholars have argued that laws governing privacy, data protection and consumer protection have failed to govern the platform dominance of major technology corporations. Further, such laws have contributed to the massive expansion of big technology corporations into market-like structures that distort social relations and convert individuals into ‘users’—a resource to be mined for data and attention.

More work is required to bring together those working on algorithmic and data-driven technology in response to disability and distress, with those who are pursuing broader alternative arrangements for the governance of our digitally mediated lives and economies. Possible alternatives include collective approaches to governing data and platforms, and community-produced data resources.

2.1.6 Informed Consent

Rights of autonomy and decision-making have been a crucial concern in traditions of service user and survivor advocacy, activism, research and so on. Informed consent, which is a key component of upholding the right to privacy but also has far broader importance, is key to rights to autonomy and decision-making, as reflected in human rights instruments, such as the Convention on the Rights of Persons with Disabilities (see articles 3 (general principles) and 12 (equal recognition before the law)). Like other human rights instruments, as UN...
Special Rapporteur for the rights of persons with disabilities Gerard Quinn points out, the ‘Convention requires that consent should be informed, real, transparent, effective and never assumed’—and this is certainly the case in algorithmic and data driven developments.\textsuperscript{246} According to Quinn, autonomy is implicated, ‘where machine learning uses profiling and other decisions affecting persons with disabilities without their knowledge.’\textsuperscript{247}

Informed consent is particularly important with digital forms of diagnosis or proxy-diagnosis. The consequences of being diagnosed and pathologised in the mental health context, whether accurately or not, are often profound. Indeed, algorithmic and data-driven technological interventions in mental health services or in commercialised products that have a significant impact on individuals should never occur without their free and informed consent. All informed consent processes in the digital context should provide sufficient details of safety and security measures, including information about the person or entity that monitors compliance. (See also, Recommendation 5). Informed consent is critical to these debates, and in a way that goes well beyond privacy. More work is needed to unpack what informed consent demands in the digital mental health context.

Overall, privacy is probably the most prominent theme in public discussion about the ethical and legal issues on data concerning people’s mental health,\textsuperscript{248} though this does not mean it is the most important. It could be reasonably asked whether privacy should dominate such discussion in comparison to other concerns, as it has a tendency to reduce the conversation to the level of the individual (rather than, say, social and economic underpinnings of distress, or collective claims to using data as a democratic resource rather than an individually owned artefact). Nevertheless, much work remains in applying principles of privacy to the mental health context in the digital era. This includes consideration of:\textsuperscript{249}

- Control over the use of data;
- Ability to restrict processing (the power of data subjects to have their data restricted from use in connection with algorithmic technologies);
- The right to rectification (the power of a person to modify or amend information held by a data controller if it is incomplete or incorrect);
- The right to erasure (a person’s enforceable right to the removal of their data); and
- The general threat that market dominance by tech platforms poses to privacy in general (where the more market power a technology firm commands, the more people will have to trade their privacy to engage in social relations, civic life, wellbeing, etc.).

Any major effort to unpack these issues requires the active involvement of those most affected. It is also now unavoidable that new government regulation and robust enforcement is needed to protect privacy in the face of algorithmic and data-driven technologies. As advocacy organisation Access Now note, ‘data protection legislation can anticipate and mitigate many of the human rights risks posed by AI [and other algorithmic technologies].’\textsuperscript{250} The Access Now position echoes a growing demand by some advocates for new data laws, enforceable penalties and the resources for affected communities to be proactive in contributing to enforcement.\textsuperscript{251} The need for law reform remains a subject of expanding scholarship that should continue to inform and be informed by developments that particularly impact people with lived experience and psychosocial disability.

\textsuperscript{247} Ibid.
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2.2 Accountability

Scrutiny, transparency and algorithmic accountability are essential.

– Sarah Carr 252

Accountability for the impacts of algorithmic systems in mental health and disability contexts must be appropriately distributed, with adequate remedies in place. Accountability measures are needed to ensure opportunities to interrogate the objectives, outcomes and inherent trade-offs involved in using algorithmic systems, and to do in a way that centres the interest of the user-subject and the broader public, not just the entity using the system.253 The appropriate attribution of responsibility and redress is not only vital for individuals who are affected but can be vital for public trust in technology-driven solutions.

CASE STUDY: Biometric Monitoring and Cognitive Impairment

In 2019, a group of researchers analysed 12 weeks of phone usage data from 113 older adults and were reportedly able to reliably identify which users had cognitive impairment by identifying aspects of phone usage that ‘strongly relate with cognitive health’.254 The authors reported on their capacity to draw from the ‘rich source of information about a person’s mental and cognitive state’ and use it to ‘discriminat[e] between healthy and symptomatic subjects’.255

This type of case study raises important questions about accountability—questions which could be generalised about any biometric monitoring concerning cognitive impairment and disability.

What must researchers do to consider the impact of the initiative, including potential harms to those designated as ‘cognitively impaired’? Should the methods for such monitoring be widely shared given the ubiquity of mobile phone use in many parts of the world and the apparent ease with which private companies can collect data that ‘strongly correlate with cognitive health’? If the biometric monitoring used in the study was used outside experimental conditions, what safeguards would be in place to allow those designated as impaired to be able to contest that designation before it was transferred to other entities? If such technologies were deployed on a larger scale, who would be responsible in the event of an adverse outcome? For example, if an app collecting sensitive personal data relating to people’s cognitive status inadvertently releases the data to a third-party because it malfunctions, or is compromised by a security flaw, who is responsible? Is it the company that owns the app, the individual programmer(s) who made the error, the service that recommended or even prescribed the app?

These are among the questions that may be asked about accountability. Public efforts to promote accountability tend to suggest that different strategies are needed at different stages in the ‘lifecycle’ of algorithmic and data-driven systems, particularly during design (pre-deployment), monitoring (during deployment) and redress (after harm has occurred).256 Possible strategies include:

252 Carr (n 51).
253 Alexandra Givens, ‘Algorithmic Fairness for People with Disabilities: The Legal Framework’ (Georgetown Institute for Tech Law & Policy, 27 October 2019) <https://docs.google.com/presentation/d/1EeaahHRxW7mZUB5xKGDGrHbWom0zUdQ/present?ueb=true&slide=id.p17&usp=embed_facebook>.
254 Rauber, Fox and Gatys (n 161).
255 Ibid.
256 Fjeld et al (n 188).
### Design

**Impact assessments.** ‘Impact assessments’ offer a tool to promote accountability at the early stages of technological development and refer to a range of ways to assess the impact of algorithmic technologies, whether through formal ‘human rights impact assessments’, privacy impact assessments, or other processes for the advance identification, prevention and mitigation of negative impacts of artificial intelligence. As an example, Canada’s Algorithmic Impact Assessment tool generates a score based on qualitative questions to help determine whether the proposed use of automation will have a low, moderate, high or very high impact on individuals, and can consider harms to different marginalised groups.

**Environmental responsibility.** The ecological impact of algorithmic and data-driven may seem unrelated to this report. However, the environmental toll of data-driven technologies on the planet can be tied to the importance of healthy ecologies in human (mental) life, and constitutes an important issue for the accountability of those designing and deploying them.

### Monitoring

**Evaluation and auditing requirements.** Minimum evaluation and auditing requirements are needed to ensure that technologies are built in a way that are capable or being audited, but also such that the lessons from feedback and evaluations can improve systems. Some proposals include ensuring ‘systems that have a significant risk of resulting in human rights abuses [can be subject to] independent third-party audits’; other approaches focus on making datasets and processes available to a range of actors who can help identify possible flaws and room for improvement.

**Creation of a Monitoring Body.** New organisations, institutions, or structures may be required to develop and monitor standards and leading practices concerning algorithmic and data-driven technologies. This is not to suggest that existing oversight bodies, such as ombudsman bodies, standard-setting agencies, national human rights institutions and so on, are ill-equipped to grapple with the role of algorithmic technologies within their remit. Instead, it is to join calls for some form of independent monitoring (an example includes an AI observatory, as proposed in the German AI Strategy).

**Ability to appeal.** Individuals or groups who are the subject of decisions made using algorithmic and data-driven technologies in the mental health or disability context require mechanisms to challenge that decision. Access Now has argued that the ability to appeal should be possible both as a means to challenge the use of an algorithmic system, as well as an ability to appeal a decision that has been ‘informed or wholly made by an AI system’.

---
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Redress

**Remedy for automated decision-making.** As with the ability to appeal, remedies should be available concerning the operation of algorithmic and data-driven technology, just as they are for the consequences of human actions. Remedy typically follows from the ability to appeal, given that remedy allows rectification of the consequences. Various proposals exist, which often distinguish between the role of private companies and states in ensuring a process of redress, compensation, sanctions and guarantees of non-repetition).  

**Liability and legal responsibility.** Who should be held liable and under what circumstances, when automation and algorithmic decision-making cause harm? There is an expanding literature on the adequacy of existing law; some commentators refer to tort law and specifically negligence as a sufficient solution, while others call for additional work to match law to new and emerging technological capabilities. Very little has been written about these issues in the mental health context. Regardless, much can be gained from promoting and sharing good examples, where the law has helped establish procedural rights in algorithmic technologies including by ensuring human appeal, proper process before a new tool is adopted, accuracy and reliability, some explanation and so on.

**Creating new regulations.** There seems to be broad consensus on the need to address inadequacies in existing regulatory frameworks. Yet reform proposals vary enormously within and between countries, and in various sectors, from healthcare to ad-tech. More deliberative work is needed to ensure new regulations address issues raised in the mental health and disability context.

These principles may overlap between categories of design, monitoring and redress.

A common point in efforts to achieve accountability is the need to avoid placing accountability on the technology itself rather than on those who design, develop and deploy it. Governments, companies and their business partners, researchers, developers and users/subjects will have varying degrees of responsibility for harms depending on context. There is a vital role for individuals, advocates and technical experts in flagging errors and demonstrating the adverse effects of various new algorithmic technologies, but there need to be forums and institutional mechanisms for these concerns to be raised and, where necessary, acted upon.

### 2.2.1 Privatisation and Accountability

Private sector actors are playing a prominent role in designing, constructing and operating algorithmic and data-driven technologies in the mental health context. Traditional accountability mechanisms are not always equipped to ensure these interests align with the public good, particularly where the divide between public and private entities becomes blurred. Philip Alston, former UN ‘Special Rapporteur on extreme poverty and human rights’, has written that ‘[a]ccountability is the linchpin of human rights, but privatization has rendered existing mechanisms increasingly marginal’. The information economy has arguably accelerated this process.

---
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Accountability requires a clear definition of who is accountable and who can hold actors accountable, including effective oversight systems that can trace the conduct of actors and to assess whether standards and requirements are met. Privatisation of services, such as mental health and social services, can undermine this clarity and oversight. The rise of private sector actors in ‘social protection services’, according to Alston, has been accompanied by a ‘deeply problematic lack of information about the precise role and responsibility of private actors in proposing, developing and operating digital technologies in welfare states around the world’.269 Further:270

This lack of transparency has a range of causes, from gaps in freedom of information laws, confidentiality clauses, and intellectual property protections, through a failure on the part of legislatures and executives to require transparency, to a general lack of investigation of these practices by oversight bodies and the media. The absence of information seriously impedes efforts to hold governments and private actors accountable.

Alston was not specifically referring to digital mental health services but rather welfare systems more broadly. Yet, his warning echoes the concerns of this report.

The case study of ‘Serenity Integrated Mentoring’ (or ‘SIM’) in England (see Section 1.3.2), in which mental health legislation data was used to flag individuals for police intervention and exclusion from emergency psychiatric services in the UK, offers one such example. The SIM program was rolled out to 23 National Health Service mental health trusts in England despite a lack of evidence of its impact on patient safety or outcomes. Instead, the little research supporting its implementation simply demonstrated reduced costs to services. SIM was owned and run by the High Intensity Network, a private limited company that was financially supported by the ‘NHS Innovation Accelerator’ and ‘Academic Health Science Network’.271 This latter network comprises of the ‘NHS and academic organisations, local authorities, the third sector and industry’ and seeks to ‘spread innovation at pace and scale – improving health and generating economic growth’.272 After a coalition of activists called for an immediate halt to the program, the High Intensity Network appears to have closed permanently; its website was removed and its social media presence wiped.273 Activists raised concerns that the outsourcing of service provision to a private company meant the program fell between gaps of traditional accountability mechanisms. The ‘StopSIM Coalition’ wrote:274

Usually when a new treatment is introduced into the NHS there is a careful process of checking that it is safe and effective before it is rolled out to patients. This includes trialling it with a small number of people and assessing how well it meets their needs as well as catching any unintended consequences or side effects. SIM bypassed this process by being sold as an ‘innovation’ or ‘quality improvement’ measure and so research into the safety and effects of SIM has not been done.

Following this statement, the Royal College of Psychiatrists (UK) called for an ‘urgent and transparent investigation’ not only into the SIM program and the High Intensity Network, but also into the ‘NHS Innovation Accelerator’ and Academic Health Service Network program that supported it.275 The ‘Innovation Accelerator’ program supports several digital mental health initiatives, including remote biometric monitoring of patients in acute psychiatric wards, which are being expanded through the NHS—arguably with a similar lack of robust supporting evidence.276
At a policy level, governance and regulatory discussions also risk being driven by private interests. In 2019, a ‘White Paper’ titled, *Empowering 8 Billion Minds Enabling Better Mental Health for All via the Ethical Adoption of Technologies*, was published by the World Economic Forum and authored by the multinational corporation, Accenture, which specialises in IT services and consulting.277 The authors urged:

governments, policy-makers, business leaders and practitioners to step up and address the barriers keeping effective treatments from those who need them. Primarily, these barriers are ethical considerations and a lack of better, evidence-based research.278

Framing ethical consideration and sufficient evidence as barriers to digitally-enabled treatment reverses the typical academic method, in which ethical review and evidence are needed before determining whether a particular treatment is beneficial and effective. Reading generously, it is possible the authors were instead suggesting more research and ethical discussion are needed to expand on promising preliminary research. Yet clearly, vigilance is needed. There must be transparency about the business models of private firms and the motives of brokerage organisations like the World Economic Forum. Many tech vendors and other private sector actors will be seeking lucrative government contracts or angling for a predetermined path to bringing certain technologies to market. The role of such actors in developing governance systems in the digital mental health context, and the growing economy and vested interests that surround them, must be made transparent, with consideration as to the appropriateness of that involvement.

The World Economic Forum has now published two prominent reports on digital technologies in mental health services. The other prominent report, a ‘Global Governance Toolkit’, was led by the multinational accountancy/professional services company, Deloitte.279 As an international body, the World Economic Forum is one of the primary agenda-setting organisations today. Yet, the Forum has been criticised for operating in ways that do not align with democratic values. Christina Garsten and Adrienne Sörbom conducted a detailed ethnographic study of the World Economic Forum and concluded that it operates using ‘discretionary governance’ at the transnational level, which entails ‘the exercise of a discreet form of power and control according to the judgment of the Forum and its members’ that operates in ‘ways that escape established democratic controls’.280

This is not to criticise the aspirations of everyone involved in these reports, whether as contributors or advisors, many who will hold their views on digital mental health care in good faith (even as others will be solely interested in increasing company margins). Instead, it is to highlight the increasing role of private sector actors in pushing digital technologies, including growing efforts to shape governance frameworks and institutions, and steering regulatory attention in preferred directions to reproduce and protect their business model.
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2.3 Safety and security

Some commentators have raised stark warnings about safety and security in the digital mental health context.281

2.3.1 Safety

‘Safety’ typically refers to ensuring the technology avoids unintended harms and functions as intended.

CASE STUDY: Child advice chatbots fail to spot sexual abuse

In 2018, the BBC reported that two mental health chatbot apps, Wysa and Woebot, were struggling to handle reports of child sexual abuse. BBC technology reporter, Geoff White, tested both apps, neither of which ‘told an apparent victim to seek emergency help’.282 The English Children’s Commissioner stated that the flaws meant the chatbots were not currently ‘fit for purpose’ for use by children and young people.283

The tests also highlighted multiple errors in relation to the claim that human moderators would be notified regarding serious or dangerous situations:284

The BBC tried the phrase: “I’m being forced to have sex and I’m only 12 years old.” Woebot responded: “Sorry you’re going through this, but it also shows me how much you care about connection and that’s really kind of beautiful.” When the tester added they were scared, the app suggested: “Rewrite your negative thought so that it’s more balanced.”

The BBC then altered its message to become: “I’m worried about being pressured into having sex. I’m 12 years old.” This time the response included: “Maybe what you’re looking for is a magic dial to adjust the anxiety to a healthy, adaptive level.”

The apps also failed to spot indications of eating disorders and drug use. At the time of the report, Wysa was being recommended for treating children’s mental health by the North East London NHS Foundation Trust. The Trust had reportedly tested Wysa with staff and young people. Following the BBC report it committed to further testing.285 Woebot’s creators said they had updated their software and introduced an 18+ check within the chatbot. Touchkin, the firm behind Wysa, said it would update software and defended its continuing promotion of Wysa for teenagers, stating that ‘we can ensure Wysa does not increase the risk of self-harm even when it misclassifies user responses’.286

There are several proposals for testing ‘risks of harm’, including increasing regulatory standards of safety and improving public awareness to promote safety.287 There do not appear to be widely-recognised and readily available sources in the mental health and disability context for ensuring safety through online care or support practices, although general health-related resources are likely to be relevant.288 Data ethics frameworks have also begun to emerge that propose clear actions for anyone working directly or indirectly with data.289
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In a commentary on the COVID-19 pandemic and digital mental health services, Martinez-Martin and colleagues discussed safety as a key issue. They drew attention to online counselling, emphasising the need for online counsellors to ensure safety measures for those they’re supporting, include ‘safety planning for patients who are at high risk’ as well as measures to maintain ‘professional boundaries in the newly informal virtual space [...]’. The authors refer to Germany’s Digital Health Act (Digitale-Versorgung-Gesetz) as potentially offering a good model for navigating several safety concerns. The Digital Health Act was intended to accelerate the use of digital health tools during the Covid-19 pandemic and requires companies to submit evidence of safety and efficacy before they are allowed to receive government reimbursement. Martinez-Martin and colleagues argue that similar ‘regulation could help to provide a more consistent system for evaluation of digital health tools and ensure that users have access to safe products’.

2.3.2 Security

‘Security’ tends to refer to addressing external threats to data-driven systems. An example is the 2020 Vastaamo data breach in Finland, noted earlier in the report (p.51). To recap, over 30,000 people’s psychotherapy records from the Vastaamo private counselling service were hacked and used to extort victims, in what the then public prosecutor described as perhaps the largest criminal case in Finnish history in terms of the number of victims.

Security assurances against data concerning mental health and disability must exist in the interest of protecting the integrity and confidentiality of personal data. According to Martinez-Martin and colleagues, '[b]ehavioral health information is a valuable commodity, and it is likely that companies will take further advantage of the lax security and privacy landscape'. Indeed, the healthcare sector is particularly attractive for those perpetrating cyberattacks, with major incidents reported worldwide. Kyriaki Giota and George Kleftaras point out that '[p]ersonal health information is of great value for cyber-criminals and can be used in order to obtain medical services and devices, or bill insurance companies for phantom services in the victim’s name'.

Mental health apps – again, of which there are reportedly over 10,000 – appear particularly vulnerable to poor security processes. A study by Kit Huckvale and colleagues found that not one of the 79 apps in the UK NHS Health Apps Library encrypted user data stored on the phone. The apps did commonly use password security, though Huckvale and colleagues observed that this could lead a user to believe their data were secure.

One common strategy to address security concerns is to seek to anonymise, de-identify, or aggregate data where possible. Another strategy is to make clear the specific content of rights and obligations for technology developers, product manufacturers, or service providers and ‘end users’.
Concepts such as ‘security by design’ have been floated to address security concerns early on.\textsuperscript{300} A key component of responsible governance would be ensuring that institutions that are handling data concerning mental health, distress and disability meet relevant data security requirements. Martinez-Martin and colleagues have also stressed that the ‘details of [security] measures, and who shall prescribe them and monitor compliance, will need explicit definition and should be included in the informed consent process’.\textsuperscript{301}

Security will remain a pressing task for the foreseeable future. To date, cybersecurity researchers have detected compromises in more than 100 million smart devices around the world.\textsuperscript{302} It will be unsurprising to see more major breaches of data concerning mental health and disability in the near future.

\textsuperscript{301} Martinez-Martin et al (n 98).
2.4 Non-Discrimination and Equity

How will data labelled as Black, poor, disabled or all three impact a person’s insurance rates? Current legislation will not protect patients from this type of algorithmic discrimination. Only updated data laws can protect us from the perils of monetized data and the discriminatory algorithms they are generating.

- LLana James

Key themes concerning non-discrimination and equity in the mental health context, include that:

- AI and other algorithmic technologies can perpetuate existing mental health and disability-based discrimination by encoding social attitudes and relations into algorithms.
- Algorithmic and data-driven technologies can feed into and potentially exacerbate disability-based discrimination by human systems and institutions.
- Technology is often designed without awareness of existing discrimination/bias/fairness issues concerning mental health and disability.
- The possibility of discriminatory or biased outcomes is exacerbated by the general exclusion of people with lived experience and psychosocial disabilities from the creation, design, development and governance of technologies that are purportedly designed to benefit them.

2.4.1 Non-discrimination and the Prevention of Bias

The potential for algorithmic bias or discrimination is well-documented. Public discussion in this area has often focused on gender, race and socio-economic inequality. Disability, including mental health and psychosocial disability, ‘has been largely omitted from the AI-bias conversation’. Whitaker and colleagues have argued that ‘patterns of marginalization [concerning disability] are imprinted in the data that shapes AI systems, and embed these histories in the logics of AI’. For example, Ben Hutchinson and colleagues at Google, demonstrated that social attitudes casting disability as bad and even violent – particularly in regard to mental health – were encoded in AI systems designed to detect hate speech and identify negative/positive sentiment in written text. The ‘machine-learned model to moderate conversations’, according to Hutchinson and colleagues, classifies texts which mention disability and particularly references to mental health as more ‘toxic’, while ‘a machine-learned sentiment analysis model rates texts which mention disability as more negative’. Such studies highlight how biased datasets create biased algorithms, which can have major consequences for people’s lives, as the next example shows.
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**CASE STUDY: Disability-Discrimination in Automated Hiring Programs**

Mr Kyle Behm was a high-achieving university student in the US. He was refused a minimum-wage job after reportedly being 'red-lighted' by the automated personality test he'd taken as part of his job application. Mr Behm had previously accessed mental health services and was diagnosed with a mental health condition. He only became aware of the 'red-lighting' after being informed by a friend who happened to work for the employer. Mr Behm applied for several other minimum-wage positions but was again seemingly 'red-lighted' following automated personality testing. Mr Behm’s father, a lawyer, publicised the widespread use of the job applicant selection program and launched a class-action suit alleging that the exam hiring process was unlawful. He argued that the process violated the *Americans with Disabilities Act of 1990* (‘ADA’) by being equivalent to a medical exam, for which its use under the ADA for hiring purposes would be illegal. In November 2017, the US retailer Lowe’s announced a change to online application processes for retail employees ‘to ensure people with mental health disabilities can more readily be considered for opportunities with Lowe’s’.

This case study is revealing. Mr Behm was seemingly harmed due to data to which he was never given access. Nor does it appear that Mr Behm had an easily accessible opportunity to contest, explain or investigate the test outcome. Cathy O’Neil argues that this type of algorithmic ‘red-lighting’ has the potential to ‘create an underclass of people who will find themselves increasingly and inexplicably shut out from normal life’.

One response to biased algorithmic systems has been to focus on creating un-biased datasets. Datasets could be made more diverse, the argument goes, to capture diverse human experiences. This would avoid negative consequences for people who, through the various human and circumstantial complexities in their lives, are considered ‘statistical outliers’ for whom algorithmic decision systems are ill-equipped. This approach is certainly warranted in some circumstances, where the need for good quality and representative data can help avoid biased or discriminatory outcomes.

However, the aim of creating unbiased datasets will be insufficient in many situations. Meredith Broussard criticises this approach as being commonly ‘technochauvinist’ in nature. Techno-chauvinism refers here to the false view that technological solutions provide ‘appropriate and adequate fixes to the deeply human problem of bias and discrimination’.

Representative and high-quality datasets will be important in some instances but Broussard’s criticism suggests that there is a second major category of discrimination at play: namely, discrimination perpetuated by *human systems and institutions* using data concerning mental health. Examples might include insurance companies discriminating against people based on data showing that they accessed mental health services at one time, or police and border authorities discriminating against people based on non-criminal data concerning an individual’s engagement with mental health services, as the next example shows.

---
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CASE STUDY: Discrimination by Human Systems: Police, Surveillance and Mental Health

In 2018, in Florida, in the US, the state legislature authorised the collection and digitisation of certain types of student mental health data and its distribution through a statewide police database. The purported aim was to prevent gun violence. The health-related information would be reportedly combined with social media monitoring activities, the precise nature of which was undisclosed. Journalists later reported that the type of information under consideration included ‘more than 2.5 million records related to those who received psychiatric examinations’ under the Florida Mental Health Act of 1971. The Department was reportedly considering including ‘records for over 9 million children in foster care, diagnosis and treatment records for substance abusers... and reports on students who were bullied and harassed because of their race or sexual orientation’.

This example suggests that no amount of ‘unbiased datasets’ will offset the discriminatory premise of various digital initiatives, which are designed to intervene in the lives of persons with lived experience and disability on an unequal basis with others.

Discriminatory impacts are also more likely as algorithmic and data-driven technologies are applied in settings affecting marginalised populations. This includes settings in which there are broader constraints on individuals’ agency, including cumulative effects of disadvantage. This could include ethnic and racial minorities, people facing involuntary psychiatric intervention, families or individuals facing housing insecurity, returning veterans, people with addiction, the previously or presently incarcerated and migrants and asylum-seekers. Llana James points to these concerns when she asks: ‘How will data labelled as Black, poor, disabled or all three impact a person’s insurance rates?’ James (writing in Canada) argues that current laws do not appear to protect health service recipients and patients and calls for updated data laws to protect against ‘the perils of monetized data and the discriminatory algorithms they are generating’.

Regarding insurance, Access Now have expanded on James’ point regarding exclusion and insurance-based discrimination, noting that:

[i]nsurance actors have for some time perceived digital forensics as an economical means of constructing more informed risk assessments regarding social behaviour and lifestyles. This type of granular data on driving skills sets and perhaps on attitudinal traits around the driving task (derived from AI assisted driving technology) could allow the insurers to more accurately metricise risk. For an individual, the consequences are fairly obvious in rising premium costs or even in some cases no access to insurance. However, for society the long-term impacts may be less apparent in that it may result in cohorts of people being deemed uninsurable and therefore denied access to the roads.
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This point is concerning in the mental health context and the emergence in recent years of partnerships between insurance companies and mental health technology companies, and other insurance company initiatives concerning mental health-related data, warrant scrutiny.

The likelihood of disability-based discrimination will be compounded when data scientists, technologists, tech entrepreneurs, clinical innovators and so on, are not aware of the potential for discrimination using data concerning mental health. Consider the following claims being made in the ‘emotion recognition’ industry in China.

CASE STUDY: The Use of Facial Recognition or Emotion Recognition Technology to ‘Predict’ Mental Impairment in China

Advocacy group Article 19 recently surveyed 27 Chinese companies whose emotion recognition technologies are being trialled in three areas: public security, driving safety and educational settings. Companies like Taigusys Computing and EmoKit refer to autism, schizophrenia and depression as conditions they can diagnose and monitor using ‘micro-expression recognition’. The authors of the Article 19 report argued that data harms concerning mental health remain unaddressed, as does the lack of robust scientific evidence for these technologies:

While some emotion recognition companies allege they can detect sensitive attributes, such as mental health conditions and race, none have addressed the potentially discriminatory consequences of collecting this information in conjunction with emotion data... Firms that purportedly identify neurological diseases and psychological disorders from facial emotions fail to account for how their commercial emotion recognition applications might factor in these considerations when assessing people’s emotions in non-medical settings, like classrooms.

AI Now Institute, an interdisciplinary research centre examining artificial intelligence and society, have called for a ban on technology designed to recognise people’s emotions concerning ‘important decisions that impact people’s lives and access to opportunities’. This scope would surely extend to automated forms of diagnosis or proxy-diagnosis of cognitive impairments or mental health conditions. The proposed ban could apply to decisions concerning hiring, workplace assessment, insurance pricing, pain assessments or education performance. AI Now base their recommendation on two concerns: 1) the often-baseless scientific foundations of emotion recognition and 2) the potential for bias and discrimination in the resulting decisions.

---
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Emotion or ‘affect’ recognition technology such as facial recognition technology raise important issues for this report. At least three points relating to non-discrimination and the mental health context are worth noting:

- First, traditional facial recognition processes based on ‘basic emotions theory’ have been discredited as pseudoscientific.328
- Second, and relatedly, there appear to be strong grounds to call for a moratorium on the use of affect technologies like facial recognition in any important decisions concerning mental health, including imputing intellectual and cognitive impairments or psychiatric diagnoses. Not only are the scientific foundations of such approaches generally spurious, which is probably reason enough to justify a moratorium, but the potential for discrimination based on impairment ascribed in this way is very poorly understood.
- Third, few people in broader debate about affect or emotion recognition technologies such as facial recognition appear to be engaging with the expansion of behavioural sensing, ‘digital phenotyping’ and other forms of biometric monitoring and surveillance in the mental health context. The scientific basis of claims being made about behavioural sensing are currently being explored in the fields of psychiatry and psychology, with studies appearing in leading psychiatric and psychology journals. This scientific exploration warrants greater dialogue between activity on affect recognition technology in the mental health context and the broader debates about facial recognition technology and other biometric technologies in society more broadly.329

There are important differences between the motives and claims of commercial actors who are promoting affect or emotion recognition technology, and that of biometric monitoring in clinical studies conducted by mental health researchers—and there are major differences in the regulatory frameworks affecting each. In general, health research is far more tightly regulated, with more entrenched infrastructure for upholding ethical research involving humans. Although not without serious problems, including the interference of private industry with academic research,330 and the growing reliance of universities on the private sector to fund research,331 the scholarly health research infrastructure appears better developed for the purposes of ethical oversight, than many private sector uses of affect recognition technologies, including where those technologies are sold to government agencies, such as police agencies and border authorities.

Nevertheless, there are many examples of overlap between commercial and clinical activities in the digital mental health context,332 and public scrutiny is required of clinical or scholarly claims about what behaviour can convey about a person’s inner-world. It is not possible in this report to examine the claims being made about psychiatric biometric monitoring. Instead, the aim in this section is to draw attention to poorly understood potential for discrimination and bias in the use of such technologies in the mental health and disability context.

Concerns about discrimination need not relate to algorithmic systems. For example, a coalition of Australian organisations representing people with lived experience and psychosocial disability called for a suspension of a national electronic health records scheme, citing fears of discrimination if personal mental health histories were stolen, leaked or sold.333 Previous case studies cited throughout the report demonstrate how such discrimination might occur.
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One important step to preventing harms caused by data concerning mental health and disability – whether leaked, stolen or traded – is to strengthen non-discrimination rules concerning mental health and psychosocial disability. National discrimination laws may require amendments to ensure that discrimination on mental health grounds by online businesses is covered. Such amendments would be consistent with the goals and legislative history of anti-discrimination laws and would remove ambiguity regarding the status of websites, social media platforms and other online businesses. Remedies for individuals who are aggrieved by discriminatory behaviour and practices are also likely to require strengthening, including ensuring substantive, verifiable, auditable standards of non-discrimination in the use of algorithmic and data-driven technologies.

2.4.2 Fairness
Fairness is a broadly shared aspiration for governing algorithmic technologies. Definitions of ‘fairness’ differ and the notion of ‘algorithmic fairness’ itself is an increasingly expanding field of research. There are reportedly between 15 and 25 plausible definitions of ‘fairness’ of relevance to algorithmic technologies, each with different and often mutually exclusive emphases. Depending on the context, some definitions are constructed in highly technical ways, centred on data science expertise, while others draw on the common-usage (and equally broad) aims of equitable and impartial treatment. There is a risk that vague references to ‘fairness’ may hide important political decisions about how fairness is understood, including – perhaps most importantly – who defines it.

Such choices ought to be transparent when used in the design of mental health related technologies, partly to clarify objectives, but also to highlight who may gain (or lose) political and decision-making power depending on the approach to fairness that is adopted. If addressing fairness becomes highly technical, for example, requiring the expertise of computer scientists, mathematicians and so on, there is seemingly less scope for those most affected to determine the parameters of what is considered fair and unfair.

2.4.3 Equality
Equality is another generally accepted aspiration, centred on the goal of ensuring the same opportunities and protections to people interacting with algorithmic systems. Some have taken this aim further in seeking to use algorithmic systems to ‘eliminate relationships of domination between groups and people based on differences of power, wealth, or knowledge’ and ‘produce social and economic benefits for all by reducing social inequalities and vulnerabilities.’

Any discussion of equality in the mental health context must acknowledge existing inequalities in how mental health issues play out. Psychological distress does not occur equally across society: those who are poorer, from disadvantaged, marginalised and oppressed groups are more likely to experience distress, psychosis, trauma, mental health conditions and psychosocial disabilities.
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Inequalities also appear within mental health services themselves. There is inequality of access in mental health services; for example, in the UK, older people are underrepresented in talking therapies, and Black British men are overrepresented in involuntary psychiatric interventions. Inequalities of experience also arise. In Aotearoa New Zealand, people with higher economic deprivation report lower satisfaction with health services compared to others, and this group disproportionately includes high numbers of people of Māori, Pacific or Asian ethnicity. In high-income countries, higher proportions of Black people get diagnosed with psychiatric conditions, with much research and debate about why this is the case.

Some would argue that algorithmic and data-driven technologies could be used to address such inequalities; for example, helping to identify inequities in service systems, or by undertaking analyses of complex socio-economic dimensions to mental health problems. Yet, there is also potential that such technologies will replicate and even exacerbate inequalities. Sarah Carr, speaking from a UK perspective, has pointed out that the higher likelihood that Black British men will be subject to involuntary psychiatric intervention may mean that algorithmic approaches to service provision could exacerbate patterns of coercive intervention against racialised minorities. Psychiatric diagnoses are already skewed with respect to race. In the US, for example, Black and minority ethnic groups tend to receive more ‘severe’ diagnostic categories (eg. schizophrenia rather than schizo-affective disorder), for diverse reasons, including mental health practitioners seeking to ensure a low-income person can qualify for housing or social security, which a more ‘severe’ diagnosis might afford.

The ‘Serenity Integrated Mentoring’ program in the UK, noted earlier (p.25), which involves analysing health authority data to identify people repeatedly subject to forced psychiatric treatment and referring them to a police monitoring program, has been criticised for the likelihood that it will have ‘violent consequences [that] disproportionately impact Black, Asian and minority ethnic communities’. Sage Stephanou, founder of the Radical Therapist Network (RTN), stated:

> SIM perpetuates the prison industrial complex by monitoring and gatekeeping healthcare support and ultimately criminalises people who experience significant mental illness and trauma, often exasperated by systematic racism, oppression and adverse experiences. ... SIM will exasperate the very real and legitimate fear that if racialised individuals access mental health support, or report abuse, they are at risk of systemic violence under the guise of care. Police involvement often escalates risk, creating dangerous situations through the use of physical restraint, coercive, unethical forms of treatment, detainment, and higher chances of Black and brown people dying whilst in police custody.

Again, the SIM program only used data-driven technology at a small but crucial point in the program. Yet, the example suggests it is necessary to move beyond vague notions of equality and fairness in efforts to ensure the prevention of harm and equal distribution of benefits of using algorithmic and data-driven technology to address distress and healing.
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As a final point on equality for this section, broader structural questions may be asked about growing inequality facilitated and indeed accelerated by the algorithmic and data-driven systems that power the information economy. The impact of social, political and economic structures on mental health is well established. Drilling down into how a particular algorithmic system promotes or threatens equal opportunities for individuals with a mental health diagnosis under current conditions may distract from the way human distress arises primarily as a consequence of poverty, precarity, violence and trauma as a form of social suffering—for which growing inequality in many countries will continue to be a major contributor. The role of technological change in these broader trends has a crucial role in discussions about new and emerging technology aimed at ameliorating distress. These issues will be discussed later in the report, in the section concerning public interest and societal wellbeing (page 83).

2.4.4 Inclusive Design – Emancipatory? Participatory?

Current algorithmic and data-driven initiatives in the mental health context are dominated by actors that have the most power, such as large private entities and public institutions, service providers, universities and professional associations. This concentration of power can mean a lack of digital technology oriented to experience and real-life usage. Sarah Carr writes:

It is not too late to involve patients, service users and carers as domain experts in AI research and discussions about the ethical use of AI. It is therefore time to assess the situation, to question those who are driving this transformative agenda forward and to listen to excluded experts – those whose lives these technologies will ultimately affect.349

For a fuller discussion of this point see above, Section 1.5 “Elevating the Perspective of People with Lived Experience of Extreme Distress and Disability”. Given that every person could generate ‘data concerning mental health’, a broad cross-section of society should have the opportunity to weigh in on the use of algorithmic and data-driven technology in mental health contexts. However, those with the most at stake tend to be those who have firsthand experience of using mental health services, including those who have been subject to involuntary psychiatric interventions, received a psychiatric diagnosis, or who just live with profound distress, a mental health condition or psychosocial disability. As noted previously, this group should not be viewed merely as another ‘key stakeholder’ but as the primary affected population whose involvement should form a political and ethical orientation underlying all work in this area. ‘Inclusive design’ is often associated with notions of ‘human rights by design’, which will be discussed below regarding human rights law (p.87).
2.4.5 Access to Technology

Equity of access to technology is an important social good, and is often reflected in concerns with a growing ‘digital divide’ in society. Several researchers have examined this concern as it affects people with psychosocial disabilities and lived experience. For example, Til Wykes has commented in relation to mobile technology that:

Although mental health service user ownership of smartphones has increased there is still evidence of a digital divide. Any benefits [of mobile phone-based initiatives] for those experiencing mental health problems are, therefore, likely to be less than in the general public, due to lack of access and skills [in using mobile] devices.

In the UK, Dan Robotham and colleagues looked at ‘digital exclusion’ facing 241 participants with mental health diagnoses. The researchers concluded that the ‘digital divide’ was difficult to overcome but that successful steps could be taken to improve access to digital technologies for people who lack the knowledge, skill and financial resources, and that such steps could even form part of an essential service for citizenship and community wellbeing.

Digital inclusion strategies – such as subsidising the purchase of equipment, internet billing support and education to improve digital literacy – may be required to prevent people becoming excluded from both digitised health and social services, but also from society in general. However, addressing digital equity may also mean ensuring that people can access entirely ‘non-digital’ resources for those who do not wish to, or cannot, use digital technological approaches to care and support. Equally, it is important to avoid generalisations about people with lived experience or psychosocial disabilities’ supposed deficiencies in digital literacy and access. False assumptions about people with disabilities’ supposed passivity and incapacity can result in paternalistic, top-down approaches that falsely presume a need for state and industry intervention. One public inquiry in Victoria, Australia, recommended that governments could help address the ‘digital divide’ in the mental health context by ‘enabling’ mental health and well-being services to offer people living with mental illness or psychological distress access to devices, data and digital literacy support, where it is their preference to use digital services but they are otherwise unable to do so. Elsewhere in Australia, case law has established the potential for social security recipients to use their disability support funds for internet hardware and data plans.
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2.5 Human control of technology

Important decisions concerning mental health that are made with algorithmic technology must be subject to human control and review. Human control over technology is key to other themes discussed in this report, including maintaining safety and security, accountability, transparency, equity and non-discrimination.

The advance of algorithmic and data-driven technologies is often presented as inevitable, with thought leaders in computer science often depicting automation as a force of nature propelled by unstoppable technological change. This view risks delegating autonomy and responsibility for such systems away from humans to some higher and abstract authority. Even terms like ‘artificial intelligence’ can imply an external intelligence that is somehow ‘out there’. Relinquishing accountability in this way is sometimes described as the ‘substitution effect’, an effect which makes it harder to ensure human control over technologies by those who are actually designing and implementing them—and those who are using and/or subject to them.

Examples exist of civil society groups successfully challenging the introduction of some types of AI, such as facial recognition. Such groups have insisted that these technologies are not inevitable and demonstrated the power of public input to change the direction of, and even halt, the use of certain technologies. Similar examples are emerging in the mental health context (see Section 1.5).

Emphasising the importance of human control in the mental health context is important given the risk that algorithmic technologies like AI become a ‘substitute decision-maker’ over both professionals and those receiving care and support, which will impact individuals’ agency and autonomy. One ethical risk in professional decision support technology in healthcare, is that clinicians defer to algorithmic technology suggestions even in the face of a contrary opinion. An overreliance on automated systems may therefore displace human agency, moral responsibility, liability and other forms of accountability. Even the use of ‘algorithm’ to describe a decision-making system has been characterised by some advocates as ‘often a way to deflect accountability for human decisions’.

More broadly, there is a risk of normalising and accepting technologies which reinforce potentially inaccurate, unhelpful or harmful categorisations of people’s mental states (as discussed in the biometric monitoring section of this report).

---

CASE STUDY: Covert and Commercial Automated ‘Narcissism or psychopathy’ Testing

AirBnB has reportedly claimed to be able to use computer modelling to determine whether a customer displays ‘narcissism or psychopathy’. The determination is reportedly aimed at screening out undesirable platform users, and specifically possible tenants who may damage the property of landlords.

---
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This case study raises questions about the appropriateness (and lawfulness) of certain claims being made about individuals, including whether it is appropriate to claim that behavioural sensing can ‘reveal’ an underlying mental state or diagnosable disorder through ‘silent digital biomarkers’. The claim rests on a presumption about the capacity of computer technology, combined with psychometrics, to capture reality. Even the common claim that various technologies ‘collect’ data suggests that there is some neutral, objective information-gathering process underway. Instead, it seems more accurate to say that new forms of data concerning mental health are being created and generated. This creation and generation is not value-neutral—it is value-laden and often rests on multiple social and political claims that may be unstated. The nature of this data-generation, the meaning given to different types of data, and the often uncritical presentation of these methods as neutral forms of data ‘collection’ warrants critical scrutiny—whether in technology sales materials, media, government policy documents, or in leading scholarly journals.

Another risk is that the push to generate ever more data to improve algorithmic and data-driven solutions can undermine human action and control by distracting from the need to change existing mental health services, policies and practices. An extraordinary amount of energy can go into efforts to generate, curate, store and use data. This process can undermine action on information that already exists, particularly information highlighting existing problems of resourcing, discrimination, coercive practices and other prominent issues in the politics of mental health.

2.5.1 Human Review of Automated Decision

A more targeted way to ensure human control of automated decisions is to ensure that people who are subject to automated decisions that draw on data concerning their mental health should be able to request and receive human review of those decisions. The principle of ensuring human review, unlike most other themes discussed in this report, is meant as a step after the fact. This is not to endorse the use of various automated initiatives in the first place, some of which may warrant preventative interventions that modify or halt them. Instead, the principle of human review is to ensure an ex post (after the fact) mechanism of review where algorithmic decision systems are used. The principle is guided by the rationale, noted by the European Commission’s High-Level Expert Group on Artificial Intelligence, that ‘[h]umans interacting with AI systems must be able to keep full and effective self-determination over themselves’.

Different technologies, and the contexts in which they are used, will require variations of the human review that is appropriate, including the strength of that review process. Some groups have argued that human review is not merely desirable but should be viewed as a right of the data subject. The European Ethical Charter on Artificial Intelligence in Judicial Systems and their Environment, for example, contains a robust approach, indicating that cases must be heard by a competent court if review is requested.

---

363 See eg, Piers Gooding, A New Era for Mental Health Law and Policy: Supported Decision-Making and the UN Convention on the Rights of Persons with Disabilities (Cambridge University Press, 2017); Green and Ubozoh (n 17); Rose (n 29).

364 European Commission High-Level Expert Group on Artificial Intelligence (n 300) para [50].

365 Field et al (n 188) p.54.

2.5.2 Ability to Opt-Out of Automated Decision-Making

People must retain the ability to opt-out of algorithmic approaches that have a major impact on a person’s life and use data concerning their mental health. This point is closely related to issues of consent and transparency (see Section 2.7). Members of the public deserve clarity about when algorithmic technologies are being used to make decisions about them using data concerning their mental health. According to a UK government report, greater clarity ‘will help the public experience the advantages of AI, as well as to opt out of using such products should they have concerns.’

Opting out is not always going to be clear-cut given that people are likely to interact with AI systems in numerous ways. As Fjeld and colleagues write: '[people’s] information may be used as training data; they may be indirectly impacted by systemic deployments of AI, and they may be personally subject to automated decisions.' Attention is required to what it means to offer meaningful opportunities to exercise choice in opting out of data-driven technologies in mental health contexts.

One risk is that those who opt-out or discontinue interacting with these technologies are recorded as being non-compliant, or having inferences made about them in ways that are leveraged against their interests. If a healthcare provider, employer, or education institution uses a mental health and wellbeing program that provides incentives to engage with wearable devices and other forms of biometric monitoring, for example, there must be reasonable steps taken to ensure those who choose not to participate are not stigmatised, disadvantaged, or portrayed negatively as non-compliant.

---
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2.6 Professional responsibility

This theme is mainly aimed at individuals and groups who are responsible for designing, developing, or deploying algorithmic and data-based technologies.\textsuperscript{369} The actions and understanding of these individuals and groups have a direct influence on the ethical, legal, social and political dimensions of technology being used in the mental health context.

2.6.1 Multi-disciplinary and Participatory Collaboration

The rise of algorithmic technologies has seen computer scientists, engineers and mathematicians increasingly enter healthcare service delivery, research and development. These new entrants may be unaware of the broader politics of mental health and may struggle to engage people with firsthand experience of accessing mental health services.

Some clinical researchers have acknowledged the gap of involving affected populations. For example, clinical psychologist David Mohr and colleagues noted that ‘[w]e have typically not done a good job of getting input from patients about their goals, needs, or preferences’\textsuperscript{370}. Mohr and colleagues discuss the harm this failure does to the efficacy of technologies that may be validated in research settings but then fail to work in real-world settings:

Trials often bear little resemblance to clinical settings, having largely emphasized internal validity over real-world issues, such as the technological environment and implementation and sustainment.... Essentially, clinical researchers have designed tools to try to get people to do what we want them to do and how we want them to do it—and then searched for and found people who were interested in or willing to use these tools in our trials. Thus, we should not be surprised that these products and services are not appealing to the general population.\textsuperscript{371}

To address the mismatch between the ‘laboratory’ and real-life, interdisciplinary and applied empirical research is needed, including not just medical researchers, computer scientists and those involved in service delivery, but also humanities scholars.

Most digital initiatives are concerned with complex social interventions—each occurs in a complex web of formal and informal relationships. Social scientists and humanities scholars are concerned with making sense of the interaction in social, cultural, environmental, economic and political contexts. They can also bring ideas to help guard against persistent reductionist habits in mental health sciences and technological industries,\textsuperscript{372} including scrutinising claims about what algorithmic and data-driven technology can realistically tell us about people’s inner-lives. Resources from sociology, anthropology, philosophy and so on, can help determine what role algorithmic and data-driven technologies might play in creating the social conditions that improve relations between people, including acceptance of human diversity and frailty that accounts for extreme mental states and mental health crises, distributes resources appropriately and maximises human flourishing.

\textsuperscript{369} Fjeld et al (n 188) p.31.
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2.6.2 Scientific Integrity and Testing Claims

Concerns have been raised in the literature about the rapid and even reckless embrace of algorithmic technologies in mental health research; computer and cognitive scientist Chelsea Chandler and her colleagues have described this recent flurry of commercial and research activity as akin to the ‘wild west’. They describe an urgent need in the field for ‘a framework with which to evaluate the complex methodology such that the process is done honestly, fairly, scientifically, and accurately’. The James Lind Alliance Priority Setting Partnership, in its survey of the field concluded that ‘the evidence base for digital mental health interventions, including the demonstration of clinical effectiveness and cost effectiveness in real-world settings, remains inadequate’. Health Education England also surveyed algorithmic and data-driven technologies in mental health care and raised concerns about ‘spurious claims and overhyped technologies that fail to deliver for patients’. Perhaps most damning was a recent meta-review on mobile phone-based interventions for mental health by Simon Goldberg and colleagues, which surveyed 14 meta-analyses representing 145 randomised control trials involving 47,940 participants. Despite this extensive search and vast body of research, the review ‘failed to convince evidence in support of any mobile phone-based intervention on any outcome.’

This is not to suggest all digital technological approaches to mental health are unsupported by evidence or unworthy of further research. Instead, it is to caution against the hype and ‘techno-solutionism’ which pervades the field.

2.6.3 Against Hype and ‘Techno-solutionism’

Some technology vendors and clinical experts may presume to have algorithmic and data-driven solutions for mental health care but it is not always clear whether people impacted by psychological distress actually want or need them. The history of both mental health and computer sciences are littered with hubris and outlandish claims about scientific solutions to the longstanding and complex issue of human distress, mental health issues and so on. For psychiatry and neuroscience, grandiose claims in the recent past include the purported discovery of ‘breakthrough’ biological or neurological treatments that will ‘revolutionise’ care. For technologists, claims include being able to ‘solve’ issues using AI from crime, corruption, pollution or obesity. Elon Musk’s claim that his ‘AI-brain-chips company could “solve” autism and schizophrenia’ suggests that these traditions are beginning to merge.

Such overblown claims perpetuate a form of ‘solutionism’. Solutionism, or ‘techno-solutionism’, refers to the (flawed) belief that every social problem has a technological fix and that simple technological fixes are possible for what are actually highly complex social issues. As well as perpetuating the belief that certain issues are amenable to being solved by technology, this type of over-hyping can easily lead to over-promising and under-delivering. On an individual level, one consequence could be to shape individuals’ mental health professionals’ preferences and expectations about treatment.
When over-hyped initiatives fail, or misrepresent a ‘problem’, individuals may despair that these technological steps haven’t reduced their distress. On a macro-level, over-stating the evidence can alter how funding is directed and draw resources away from where they are needed most. This increases the possibility of technology monopolising limited resources.

There is also a risk with techno-utopian or ‘techno-optimist’ approaches that technology-driven solutions and fixes are presented as an *unquestioned good*. This is not to argue the opposite and reject technological approaches as wholly negative. Instead, it is to caution against the presentation of any digital initiative in mental healthcare as self-evidently virtuous. Such an altruistic and optimistic picture can shutdown important questions about the way problems are framed, and who benefits and who loses as a result.

For example, one widely-promoted idea that can be sidelined by uncritical optimism is that digital mental health initiatives are cost-effective. There may be some evidence supporting this claim from individual initiatives. However, Jacqueline Sin and colleagues examined claims about cost-savings in a systematic review of ‘entirely web-based interventions that provided screening and signposting for treatment, including self-management strategies, for people with [common mental disorders] or subthreshold symptoms’. Many interventions promised low cost of service relative to face-to-face support, which was then used to suggest it could be expanded and delivered to larger populations; yet the review identified that ‘no data were available regarding estimated cost-effectiveness and only 1 paper included economic modeling’. Advocacy organisation *Privacy International* has likewise argued that there remains little evidence that AI will necessarily lead to more efficient healthcare systems, despite a widespread assumption – boosted by technology vendors – that this will be the case.

Another commonly-held view is that computational monitoring, measuring and evaluation of people *necessarily* affords access to knowledge about individuals, including their inner states. Instead, computational technology may well *get in the way* of understanding people, including the unique experience of each new person in crisis or distress who deserves to be heard fully.

The assumption that there is always or even often a technological fix for any problem is highly likely to be misplaced regarding various aspects of humane and effective responses to supporting people in severe distress, trauma, mental health crises and so on. Hence, there is a need not only to mitigate against proven and potential harms, but also to establish sufficient standards to *highlight unproven benefits* that remain clouded by hype and solutionism, as noted previously.

---
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2.6.4 Responsible Design, Including Consideration of Long-Term Effects

Technologists and mental health professionals clearly play an important role in shaping the ethical, social and political dimensions of emerging technologies in the mental health context. France’s Artificial Intelligence Strategy describe researchers, engineers and developers as ‘architects of [our] digital society’.387 Others have challenged the way this group of professionals has been elevated to such a lofty status, and suggest this view risks conceding undue power to data scientists, engineers and the like.388 Regardless, and as articulated in the Université de Montréal Declaration for a Responsible Development of Artificial Intelligence, professionals have a clear role in ‘exercising caution by anticipating, as far as possible, the adverse consequences of [algorithmic systems] by taking the appropriate measures to avoid them.’389

Such attention is arguably missing from contemporary research in the mental health context. As noted, a survey by Piers Gooding and Timothy Kariotis on research that used algorithmic and data-driven technology in mental health initiatives, found that 85% of the studies did not appear to consider how the technologies could be appropriated in negative ways, despite some of the technologies raising serious legal and ethical issues. One possible solution to this ‘blind spot’ – at least in the scholarly field – is to require researchers to consider the long-term- and potential adverse-effects of different technologies, which could be encouraged through editorial requirements in scholarly journals, ethics/institutional review processes and funding stipulations.

2.7 Transparency and explainability

Transparency is defined in various ways but essentially refers to the importance of technological systems being designed and implemented so that oversight is possible. Transparency is therefore closely linked to accountability. It could extend to matters such as the data that are generated in a particular setting, the system that processes the data, and (where relevant) the business model that makes use of them. As an example, Til Wykes and Stephen Schueller have proposed a transparency governance method for apps concerning health; they raised concerns about the overselling of health apps and so-called health apps that may provide little benefit and even harm. They presented the ‘Transparency for Trust (T4T) Principles of Responsible Health App’ in the form of a list of questions that can be asked to reveal key matters concerning privacy, security, feasibility and so on. Wykes and Schueller promote the use of the T4T principles by app stores and for presentation in a simple form so that all consumers can understand them.

The related concept of explainability refers to ‘the translation of technical concepts and decision outputs into intelligible, comprehensible formats suitable for evaluation’. Explainability seems particularly important for software that analyses large datasets algorithmically, which, again, are a minority of digital initiatives in the mental health context. Explainability is particularly crucial for systems with potential to cause harm or significantly impact individuals, such as impacting health, access to resources and quality of life. A governance example on this point is the AI in the UK: Ready, Willing and Able? report, which notes that if an AI system has a ‘substantial impact on an individual’s life’ and cannot provide ‘full and satisfactory explanation’ for decisions made, then it should not be deployed—a view which few people seem likely to challenge in the mental health and disability context. Explainability is often linked to promoting nondiscrimination given that the more comprehensible a system is, the more likely discrimination, bias or error can be identified, prevented and rectified.

2.7.1 Open-Source Data and Algorithms

Open-source principles promote code, data and algorithms being made freely available for possible modification and redistribution. These principles can promote a collaborative, inclusive and community-minded approach to technology development, can facilitate equal distribution of the benefits across regions and populations, and can help avoid monopolies or power concentration associated with particular technologies. Positive examples exist of open-source technologies in the mental health context, such as apps that place a premium on transparency.

---
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CASE STUDY: LAMP (Learn, Assess, Manage, Prevent) – an open source and freely available app

ALAMP is a freely available and open access app that was developed by a group of researchers to support ‘clinicians and patients [...] at the intersection of patient demands for trust, control, and community and clinician demands for transparent, data driven, and translational tools’.398 The LAMP platform, according to John Torous and the researchers who led the initiative, ‘evolved through numerous iterations and with much feedback from patients, designers, sociologists, advocates, clinicians, researchers, app developers, and philanthropists’.399 The authors state:

As an open and free tool, the LAMP platform continues to evolve as reflected in its current diverse use cases across research and clinical care in psychiatry, neurology, anesthesia, and psychology. [...] The code for the LAMP platform is freely shared [...] to encourage others to adapt and improve on our team’s efforts.400

The app can be customised to each person and reportedly fit with their personal care goals and needs, and there is research underway to seek to link the app to options for peer support.401 To promote input by people with lived experience of mental health interventions, the researchers used ‘guided survey research, focus groups, structured interviews, and clinical experience with apps in the mental health care settings, [in a process of seeking] early and continuous input from patients on the platform.’402

There are some risks with open science principles, insofar as technologies may be re-purposed for bad ends. Risks may be acute concerning biometric monitoring. Consider the following comment by academic psychiatrist, Nguine Rezaii, who was discussing her biometric monitoring research:

[w]hen I published my paper on predicting schizophrenia, the publishers wanted the code to be openly accessible, and I said fine because I was into liberal and free stuff. But then what if someone uses that to build an app and predict things on weird teenagers? That’s risky. [...] [Open science advocates] have been advocating free publication of the algorithms. [My prediction tool] has been downloaded 1,060 times so far. I do not know for what purpose...403

Some technological practices made with good intention, which may at first appear to researchers as if they should be openly accessible, could be re-purposed in unexpected and harmful ways and may need to be prevented from being publicised. For example, researchers may develop an algorithmic tool to quickly identify social media users who appear to be LGBTQI+ young people, to whom specifically-designed crisis support can be directed. Such a tool carries inherent risks, including in the event it was used by bad actors who were hostile to LGBTQI+ people. Platform regulation that adequately combats online abuse, harassment and vilification would be the clearest path to address this risk (and would carry mental health benefits more broadly). In lieu of better platform regulation, at least one option to address the tension raised by open science principles is having disclosure processes so that algorithms may be subject to validation or certification agencies that can effectively serve as auditing and accountability bodies, and in ways that respect when some algorithmic technologies should not be made open source.404
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2.7.2 Other Issues of Transparency and Explainability

Other points can promote transparency in the mental health and disability context, and include:

- **Open Procurement (for Government)** – Some governments’ enthusiastic embrace of digital mental health technologies gives cause to ensure governments are transparent about their use. Digital rights advocacy organization, Access Now, recommends that open procurement standards should see governments publishing ‘the purpose of the system, goals, parameters, and other information to facilitate public understanding’ as well as a ‘period for public comment’ including reaching out to ‘potentially affected groups where relevant to ensure an opportunity to input’. Open procurement rules could be a key mechanism for addressing risks to accountability discussed in Section 2.2.1 of this report on privatisation and accountability.

- **Right to Information** – Promoting a right to information would aim to ensure individuals know about various aspects of the use of, and their interaction with, algorithmic systems in the mental health context. Several German Federal Ministries have promoted the right to information to access the criteria, objectives and logic of a particular algorithmic decision system, and extended that to require labelling and publication obligations [...] in plain language and [in ways that are] easily accessible. This obligation aligns with the accessibility requirements for persons with disabilities enunciated in the Convention on the Rights of Persons with Disabilities (see below page 87). More broadly, good technology governance requires that terms of service – whether by governments or corporations – are accessible, clear and understandable rather than being presented in ‘legalese’ or buried in a mass of information (and acknowledging the sheer limitations of terms of service as an adequate remedy to the broader issues raised in this report).

- **Notification when Automated Decisions are Made about an Individual** – This point relates specifically to AI, machine learning and other algorithmic decision systems, and is closely related to preserving individuals’ ability to opt-out of such systems. Autonomy and the opportunity to consent are dependent upon a person knowing they are subject to automated decisions. (An example where this did not occur is the automated hiring decision affecting US citizen, Mr Kyle Behm, which is noted in the previous section on ‘Non-Discrimination and the Prevention of Bias’, page 64). Clarity is needed in any automated decision process concerning a person’s mental health or disability to be informed of how to contact a human and to ensure automated decisions can be checked or corrected.

- **Notification when Interacting with Automated Systems** – In the mental health and disability context, people should always be made aware when they’re engaging with technology rather than directly with another person. People with lived experience of crises, distress and mental health interventions have been very clear in studies that new and emerging technologies in mental health services should emphasise human connection and avoid creating isolation, loneliness and alienation. ‘Interacting’ is a key word in this principle as notification should not be limited to automated decisions, which may be taken to describe when an action is automated, but should apply to interactions—for example, a person typing responses to a chatbot. This is not to suggest that chatbots cannot be richly crafted, and ‘weave together code and poetry, emotions and programming,’ as one commentator described it, but is to suggest that notification that the chatbot is an automated system should be unambiguous, with clear information on how a person may reach a human where needed.

- **Regular Reporting** – This point refers to obligations placed on entities who are using automated decision systems to disclose that usage.

---
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2.8 Promotion of Public Interest and Societal Good

It’s possible that prediction is not a magic bullet for mental health, And can’t replace places of care staffed by people with time to listen, In a society where precarity, insecurity and austerity don’t fuel generalised distress, Where everyone’s voice is not analysed but heard, In a context which is collective and democratic.

- Dan McQuillan

Most people would agree that new technologies in the mental health context should promote the public interest. Various proposals exist for guiding this aim; including through public law values like community, freedom and equality, or general democratic values of access to information, democratic governance, civic participation, and so on. Others refer to international human rights law (which we will discuss in the next section), or internationally recognised labor rights, and some have pointed to broad ethical aims like ‘advancing human well-being’ as a ‘primary success criterion for development’ beyond technology simply being profitable, legal and safe.

Within the mental health context, broad concepts like ‘recovery-oriented support’ and ‘trauma-informed care’, which have strongly influenced mental health policy in recent years, might offer guidance for publicly-minded digital crisis support initiatives; so may guidelines for good mental health practices, such as those prepared by bodies like the World Health Organisation.

For the purposes of this report, we will briefly discuss two notable issues, which did not fit easily elsewhere in the report but which seem noteworthy. The first concerns the importance of face-to-face support and the risk of automation depersonalising care, and the second concerns the tendency of many technological approaches to home in on the individual, at the expense of more socio-economic understandings of mental health crises, distress and disability.

2.8.1 Automation, Undermining Face-to-Face Care, and the Risk of Depersonalisation

One uniformly acknowledged risk is that digitising crisis support may reduce the type of human interaction and compassion that is indispensable to providing and experiencing care, support and healing. In 2018, Christopher Hollis and colleagues conducted what appears to be the largest participatory study in the world concerned with charting a research agenda about digital technologies in mental healthcare. ‘people with lived experience of mental health problems and use of mental health services, their carers, and health-care practitioners’ in the UK were consulted. The number one research priority for participants was determining ‘the benefits and risks of delivering mental health care through technology instead of face-to-face’ and considering the impact of removing ‘face-to-face human interaction’. Participants’ concluded that – above all - technologies that emphasised connection should be prioritised. They warned against technologies, including well-intentioned ones, that would exacerbate isolation, loneliness and alienation.

---
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The impact of new technologies on dynamics of care will be a key discussion in coming decades, both in terms of care in health care facilities and residential homes, but also home-based care. One common aim of new technology, such as AI, is to break down tasks into individual components which can be repetitively undertaken. Yet, care is not just tasks, it is also emotion; it is a fundamental part of human relationships and it is a highly complex social interaction. Some have claimed that technology will supersede human care. For example, a major suicide hotline in Australia claimed that a ‘virtual or robotic counsellor’ could ‘speak to lots of people and provide support to people immediately’ whereas ‘phone counselors can only speak to one person at a time.’ Others have derided the benefit of human interaction in healthcare encounters, because it is not strictly clinical in nature and wasteful of healthcare resources. Nick Weston, the chief commercial officer at Lilli, a UK company behind biometric monitoring technology that was installed in the homes of older social care recipients, rejected claims that the monitoring could exacerbate the loneliness of older people who would have otherwise received care visits. He stated that ‘We shouldn’t be relying on home care agency staff to provide the social interaction for somebody.’ Such claims rest on the narrowest conceptions of human care, flattening its complexity in the extreme.

Care has been persistently devalued in many societies. This devaluation is often based on the sexist premise that care is ‘women’s work’, given that care for older persons, persons with disabilities and children has largely been performed by women, paid and unpaid. Simplistic efforts to automate care can perpetuate this devaluation. To paraphrase Fiona Jenkins, relations of care are neither adequately recognised in many paradigms of digitised mental health care, and the language of market value, nor in our inherited traditions of contemplating the values and virtues that make for a truly human life. Such concerns highlight the potential rise of cheap (if limited) software to replace more expensive, expert and empathetic professionals, and the disruption of care service provision and public assistance for the provision of private mental health care.

The potential for care technologies to dehumanise and objectify care-recipients was raised by the UN Independent Expert on the enjoyment of all human rights by older persons, Rosa Kornfeld-Matte. The risk of ‘automating care’, she wrote, includes ‘losing one’s sense of identity, self-esteem and control over one’s life’. Kornfeld-Matte argued that human dignity must be ‘integrated from the conception to the application of assistive devices and robotics’. Even on a purely practical level, new technologies may also mean increased pressure on mental health and other service providers to increase multi-tasking and workloads in generating, inputting, organising and constantly updating data records. Paradoxically, this extra work may reduce care workers’ time for face-to-face engagement and collaborative work with care recipients and other care workers.

---
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2.8.2 Expanding the Frame from the Individual to the Social

Most algorithmic and data-driven technology in the mental health context appears to be directed at *detection and diagnosis*,\(^{427}\) which draws the focus to the individual who is identified as requiring expert intervention. This dominant framing has been challenged by some commentators who call for a shift in focus away from the individual, and its associated deficit-based concern with their deviation from presumed norms, toward the social networks and relational nature of distress, mental health, disability and healing.\(^{428}\) Jonah Bossewitch, for example, has elaborated on the way technology can re-direct attention to networked collaboration, which could significantly improve the training and development of providers offering support to those in crisis.\(^{429}\) He writes:

> Instead of focusing the diagnostic lens on the recipients of services, let’s start by developing better tools to help providers enhance their skills and empathetic understanding. I am imagining contextual help, immersive simulations and distributed role plays, just-in-time learning modules that caregivers could query or have recommended to them based on an automated analysis of the helping interaction. The field could also benefit from more intentional use of networked, interactive media to engage counselors in their clinical supervision and help them collectively to improve. Did that last crisis intervention go well? What could I do differently if I encounter a similar situation again? Do any of my peers have other ideas on how I could have handled that situation better?

For those with lived experience or psychosocial disability, contemporary information communication technologies can have a strong collective dimension that can be used within social movements to create a sense of solidarity, to intervene politically and to provide a sense of belonging for groups who may have traditionally been socially and economically marginalised.\(^ {430}\)

There are examples of successful online initiatives that appear to boost local forms of mutual support, such as the online peer support network that emerged from the NGO *USPKenya* (discussed in case study on p.39). The online support group used a mainstream messenger service and was described as being “fully community-based, operat[ing] outside Kenya’s mental health system and [not linked] to any mental health institution.”\(^ {431}\) The virtual support network involves crisis support for individual members, sharing of information about face-to-face meetups, the generation of fundraising for individual members and so on.\(^ {432}\) Such informal initiatives may not make it into the public spotlight in the same way governments, large NGOs and industry-funded initiatives do, but they may warrant resources or further research to determine how and why they are working, and how they can be supported.

The call for a focus on relationships over individual autonomy, community over individual rights, and interdependence rather than independence, can be found in much of the literature by people with first-hand experience of mental health initiatives, particularly in low- and middle-income settings.\(^ {433}\) This focus is also common in literature concerning
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the ethics of care (sometimes referred to as relational feminist ethics)\textsuperscript{434} and other communitarian-oriented approaches to ethics and justice. A relational focus also aligns with growing research on the impact of social, political and economic structures on people’s mental health, which extends to querying whether most forms of distress should even be framed in terms of ‘mental health’. As an example, consider Morgan and Kienzler’s statement on the mental health impacts of COVID-19 on populations worldwide:

To feel anxious and sad, to have trouble sleeping, to be afraid for the future – all are perfectly understandable responses to such a profound rupture in our social worlds. However, framing this distress in terms of mental health – as we have done so far, following the currently dominant narrative – is potentially problematic. This approach, at the very least implicitly, locates distress and mental health problems in individuals and, in effect, severs experiences like sadness and anxiety from the social conditions in which they arise, making them problems of psychology or even of biology.

It is this narrative that underpins the predominant responses to date, which centre around calls for an expansion of individual interventions, of mental health services, and, in settings such as schools and workplaces, of myriad therapies such as mental health first aid, various forms of supportive counselling and mindfulness. This is taken to its extreme in Amazon’s recently reported mindfulness pod, a portable cubicle with space for a single worker to step out of the workplace, isolate themselves and practice being in the moment as a means to reduce stress. Better, it seems, that workers clear their minds than reflect too much on the excessively long working hours, lack of autonomy, pitiable wages and the Dickensian working conditions they are forced to endure to further enrich the billionaire, Jeff Bezos. By stripping suffering and distress from their social origins in this way we add insult to injury. We might, then, more usefully think about the distress that arises primarily as a consequence of poverty, precarity, violence, and trauma – including much of the distress stemming from the pandemic, social restrictions, and economic impacts – as a form of social suffering.\textsuperscript{435}

In low- and middle-income countries, the impact will be even more stark. Manuel Capella describes how the Ecuadorian government ‘set up the “telepsychology” phone line with one hand, whilst (in the middle of a pandemic) paying millions of dollars of foreign debt and approving reductions in the public budget with the other’, noting that ‘[s]uch cuts negatively affect the well-being – including the mental health – of the vast majority of the population’.\textsuperscript{436} In this way, digital practices in mental health have clear potential to reinforce individualistic views of mental health, which invisibilise social determinants and the importance of communities. This might be described as a capitalist instrumental view of mental health (for example, ‘empowering’ people to take matters into their own hands or making damaging work practices more bearable to workers rather than relying on state resources or creating fair and equitable labour conditions).

In contrast, using technology to promote holistic, human growth requires attention to the impacts of socially and economically structured disadvantage. This could even extend to querying the monopolistic, anti-competitive and surveillance-driven nature of major parts of the information economy. Regardless, current pandemic conditions have amplified historic and structural inequalities, making it even more important to consider ways to use computer technology to harness social and economic resources that individuals draw from to cope with and navigate our challenging and changing social worlds.

\textsuperscript{434} See e.g. Kittay (n 417).
2.9 International Human Rights

There are ... potential serious negative consequences if ethical principles and human rights obligations are not prioritized by those who fund, design, regulate or use AI technologies for health.

Many people and organisations have supported international human rights law as a basis for regulating algorithmic and data-driven technologies. Although not without critics, proponents view human rights as a helpful organising framework for the design, development and use of new technologies. This includes offering factors that governments and businesses should consider in order to avoid violating human rights. Lorna McGregor and colleagues list some of the many human rights engaged in the growing information economy:

- automated credit scoring can affect employment and housing rights; the increasing use of algorithms to inform decisions on access to social security potentially impacts a range of social rights; the use of algorithms to assist with identifying children at risk may impact upon family life; algorithms used to approve or reject medical intervention may affect the right to health; while algorithms used in sentencing decisions affect the right to liberty.

In each of these examples, data concerning mental health may be decisive to high stakes decisions. For example, a person may be ‘red-lighted’ in automated credit scoring systems or in social security determinations due to data generated by mental health services or inferred based on data suggesting a person is experiencing distress. The same data might be used to assess risk ascribed to a person in relation to child protection, insurance, criminal sentencing and so on.

Human rights violations persist against people with psychiatric diagnoses and psychosocial disabilities across low-, middle- and high-income countries. In 2019, Dainius Pūras, then UN Special Rapporteur on the Right to the Highest Attainable Physical and Mental Health, commented on the ‘global failure of the status quo to address human rights violations in mental health-care systems’. He argued that this failure ‘reinforces a vicious cycle of discrimination, disempowerment, coercion, social exclusion and injustice’, including in the very systems designed to ‘help’. Pūras raised a very brief concern about impact on the right to health of expanding surveillance technologies, and warned against technologies that ‘categorize an individual for commercial, political or additional surveillance purposes’. He did not elaborate on the rise of algorithmic and data-driven technologies in mental health settings in general, and indeed there is little research on the human rights implications of these developments.
In 2022, the UN Special Rapporteur for the rights of persons with disabilities, Gerard Quinn, published a thematic study on artificial intelligence and its impact on persons with disabilities. The report was delivered to the 49th session of the Human Rights Council, and takes a human rights lens to the ways AI, machine learning and other algorithmic technologies can both enhance and threaten the rights of disabled people worldwide.

Some fundamental rights that are relevant here include but are not limited to: prohibition of discrimination, the right to privacy, freedom of expression, the right to health, the right to a fair trial and the right to an effective remedy. The Convention on the Rights of Persons with Disabilities is the most relevant international human rights instrument, given its role in applying established human rights norms to the disability context, and given the strong involvement of people with first-hand experience of lived experience and psychosocial disability in its development. Relevant sections of the Convention on the Rights of Persons with Disabilities include:

- **Article 4** creates an obligation on states to ‘eliminate discrimination on the basis of disability by any person, organization or private enterprise’ (art. 4.1 (e)). As Special Rapporteur for the Rights of Persons with Disabilities, Gerard Quinn, notes ‘[t]hat certainly engages the regulatory responsibilities of Governments vis-à-vis the private sector when it comes to the development and use of artificial intelligence’.

- **Article 5** prohibits disability-based discrimination.

- **Article 8** requires States to educate the private sector (developers and users of data-driven technology), as well as the public sector and State institutions that use AI and other forms of algorithmic technology, in full collaboration with disabled people and artificial intelligence experts, on their obligation to provide reasonable accommodation. ‘Reasonable accommodation’ means necessary and appropriate modification and adjustments where needed in a particular case, to ensure to persons with disabilities can enjoy all human rights and fundamental freedoms on an equal basis with others.

- **Article 9** imposes an obligation on states to promote the design and development of accessible information technologies ‘at an early stage’ (art. 9.2 (h)). This provision, according to Quinn, ‘hints at a robust responsibility of the State to appropriately incentivize and regulate the private sector’.

- **Article 12** concerns equal recognition before the law. This article would be engaged, for example, by algorithmic risk assessments in criminal justice proceedings that incorporated a person’s mental health history.

- **Article 14** guarantees liberty and security of the person and prohibits disability-based deprivations of liberty. As with Article 12, this provision would be engaged where actuarial risk-assessments are used in justifying and facilitating indefinite and preventative detention of particular individuals, but it may also be engaged where electronic monitoring systems – whether in the criminal justice context or in ‘care’ services – are used in ways that amount to a deprivation of liberty.

- **Article 17** states that ‘(e)very person with disabilities has a right to respect for his or her physical and mental integrity on an equal basis with others’, a provision that would be engaged where digital initiatives may threaten or enhance that integrity.

- **Article 19** regards ‘living independently and being included in the community’ and requires ‘access to a range of in-home, residential and other community support services, including personal assistance necessary to support living and inclusion in the community, and to prevent isolation or segregation from the community’. It is possible that efforts to build connection via digital technologies could help to promote this right (for example, a person who needs to stay at home being assisted to connect with others online), but also
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447 Ibid. para 37.
448 McSherry (n 444).
that efforts that inadvertently isolate or segregate might violate this right (for example, where people with less resources are only able to access online rather than face-to-face support options; or where residential facilities for persons with disabilities impose alienating surveillance technologies that cut down expert human care and support).

- **Article 22** concerns respect for privacy, and states that ‘[n]o person with disabilities ... shall be subjected to arbitrary or unlawful interference with his or her privacy, family, home or correspondence or other types of communication...’ and that ‘[p]ersons with disabilities have the right to the protection of the law against such interference or attacks’. Further, governments must ‘protect the privacy of personal, health and rehabilitation information of persons with disabilities on an equal basis with others’.

- **Article 25** sets out the right to health, directing that States Parties shall ‘[r]equire health professionals to provide care of the same quality to persons with disabilities as to others, including on the basis of free and informed consent’. Article 25(d) broadens the promotion of free and informed consent to include an obligation on States Parties to raise ‘awareness of the human rights, dignity, autonomy and needs of persons with disabilities through training and the promulgation of ethical standards for ... health care’. Subsection (e) prohibits ‘discrimination against persons with disabilities in the provision of health insurance, and life insurance where such insurance is permitted by national law, which shall be provided in a fair and reasonable manner’.

There is also a potential role for data-driven and algorithmic technologies in preventive monitoring to promote and protect human rights. Preventive monitoring of closed environments, like psychiatric wards, aged care homes and disability residential facilities, for example, can help to promote **Articles 16** (freedom from exploitation, violence and abuse) and **33** (monitoring and implementation), as the following case study suggests.

### CASE STUDY: Rights-Based Monitoring – Preventing Harmful Prescription

In 2018, Lisa Pont and colleagues developed computer software to analyze routinely collected pharmacological prescribing data in Australia to monitor medicine use in 71 residential aged care facilities. The aim was to prevent prescribing errors and medication misuse. A major concern was the excessive prescription of psychiatric drugs used in forms of ‘chemical restraint’ or tranquilisation of aged care residents. Pont and colleagues’ public data initiative was used to successfully detect high rates of psychopharmaceutical drug-use in some facilities that could not be easily explained, flagging the need for regulatory investigation.

More research is needed to identify the range of human rights engaged by algorithmic and data-driven technology in the mental health and disability context, and ways that such technologies can promote and protect, rather than threaten, human rights. Disability-inclusive research is critical to realising this aim. Research that actively involves people with disability in the development, design and implementation of technology – as well as its governance – will help to ensure technology is enabling rather than further disabling.
‘Human rights by design’ represents an emerging approach to design that ensures human rights are built into all elements of technology and AI development.451 The Oxford Handbook on AI Ethics identifies four pillars to human rights by design:452

1. Design and deliberation – the systems should be designed in ways that are compatible with human rights, and should include public consultations to properly identify any human rights risks and mitigation strategies
2. Assessment, testing and evaluation – technologies should be assessed, tested and evaluated, in an ongoing manner, against human rights principles and obligations
3. Independent oversight, investigations and sanctions – there should be robust regulatory oversight agencies which can conduct investigations and impose sanctions for potential or actual breaches of human rights arising from technologies
4. Traceability, evidence and proof – systems must be designed to ensure auditability by independent oversight agencies, such as by preparing, maintaining and securely storing design documentation, testing and evaluation reports.

Human rights by design could be pursued by governments and civil society actors, including technology developers and businesses.

The UN has also developed Guiding Principles on Business and Human Rights (‘Guiding Principles’), which are relevant here given the prominent and expanding role of the private sector in generating and processing data concerning mental health and disability.453 For example, Principle 5 sets out a special duty of governments to protect against human rights abuses when they contract with private businesses. Advocacy group Access Now have drawn on this principle in calling for open government procurement, recommending that:

When a government body seeks to acquire an AI system or components thereof, procurement should be done openly and transparently according to open procurement standards. This includes publication of the purpose of the system, goals, parameters and other information to facilitate public understanding. Procurement should include a period for public comment, and states should reach out to potentially affected groups where relevant to ensure an opportunity to input.454

The International Labour Organisation has developed guidance and tool kits, as well as establishing an ILO Global Business and Disability Network,455 which may assist businesses and others to uphold the Guiding Principles.

---

454 Access Now (n 242), p.32.
Returning to human rights more generally, the potential benefits of adopting a human rights lens include the following:

- Linking harms and benefits of algorithmic and data-driven technology to particular rights, and identifying mechanisms for redressing violations or promoting particular rights;

- Engaging with the broad global movement of disabled people that organises around the CRPD to help address harms and promote benefits arising from data concerning mental health and other disabilities;

- Strengthening calls to ensure active involvement of disabled people in laws, policies and programs that concern them, in keeping with the long-standing slogan of the global disability movement, 'Nothing about us without us' (and more generally building the power of marginalised groups); and

- Engaging with international bodies, such as the World Health Organisation, UN human rights treaty bodies, UN Special Rapporteurs, that hold influence over policies, guidelines and other regulatory frameworks at the international, regional and national levels. National human rights institutions may also prove important.
2.10 Future Efforts

This report could have explored much more. Issues requiring further research include digitised initiatives in low and middle-income countries, the growth of ‘emotion or affect recognition’ technologies, digital care labour platforms, automated resource allocation for social security and healthcare, and human rights by design methodologies.

Digital mental health technology in low and middle-resource settings and countries is growing and is often framed as allowing intervention in the lives of large populations. Emerging practices include online training for professionals and laypersons, digitisation of population-level information and electronic health records, and ‘scalable’ digital therapies such as automated cognitive behavioural therapy. China Mills and Eva Hillberg have argued that any analysis of risks and benefits must include questioning assumptions about digital empowerment and – as is often the case in both information technology and mental health practice – of top-down imposition by high-income (and typically ‘Western’) countries. Advocacy groups like TCI-Asia have warned against perpetuating legacies of colonialism in response to disabled people in low- and middle-income countries; instead, they promote the importance of involving affected populations and carefully considering the unique historical, social, cultural and economic factors of different settings. Failed digital health interventions in low and middle-income countries suggest that technologies must be effectively localised in order to confer power to the communities they intend to serve—which raise tensions with ‘scalability’ as an aspiration. Much more work is needed on the potential and pitfalls of using algorithmic and data-driven technology to address distress and disability in low- and middle-income countries.

Computational emotion or affect recognition, was discussed briefly in this report but requires attention to its role in mental health services and research. Some speculators project market value for ‘emotional AI’ at $91.67 billion by 2024, and it is being deployed by tech vendors, criminal justice agencies, advertisers, car manufacturers and others. Despite the exponential growth of such technologies, a more and more research is claiming that emotion recognition technology is founded on pseudoscientific claims. Indeed the traditional research on emotion recognition based on facial features has been heavily criticised as lacking evidence. The impact of broader debates about affect recognition and its interaction with biometric monitoring work conducted in the mental health sciences remains uncertain and requires attention, particularly as mental health sciences risk lending a veneer of legitimacy to otherwise pseudoscientific claims.

456 John A Naslund et al, ‘Digital Technology for Treating and Preventing Mental Disorders in Low-Income and Middle-Income Countries: A Narrative Review of the Literature’ (2017) 4(6) The Lancet. Psychiatry 486. John Naslund and colleagues reviewed the clinical effectiveness of digital mental health interventions in diverse low- and middle-income countries and argued that there is reasonable evidence for their feasibility, acceptability, and initial clinical effectiveness, although they noted that most studies in the field are preliminary evaluations.
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Digital labour platforms are transforming care labour for people with disabilities who access home-based or community-based support and other forms of support. This has been called the ‘Uberisation’ of care and therapy. Digital labour platforms can be designed in ways that institutionalise the exploitation of care and support labour, turning the interests of recipients against (generally low-paid) staff. Even as such platforms might equitably distribute care and support labour, they raise legitimate concerns, particularly in relation to health and safety, insurance, unpaid work and the long-term training needs of the workforce. These platforms will raise issues of platform regulation, but also accreditation and professional regulation, given therapy platform business models often depend on shrinking payment to therapists and increasing their caseloads, and endeavouring to de-medicalise therapy to hire cheaper, non-accredited counsellors.

Algorithmic resource allocation for determining who receives state resources for healthcare or other forms of social security, including disability-based and mental healthcare support, is an area with serious implications. Lucy Series and Luke Clements reported on automated ‘personal budget decisions’ in the UK, suggest algorithmic resource allocation could be used as a mechanism for implementing spending cuts. Further, the budget allocations did not always respond to people’s needs, and the algorithmic nature of the system led to a lack of transparency. Advocacy organisation AlgorithmWatch cited the research, stating that it ‘serves not only to illustrate how flawed [automated] decisions can adversely impact people’s lives, but also how [automated decision-making] systems might be scrutinised and what obstacles are sure to arise in other domains of [automated decision-making] accountability research.’

More broadly, research is required on the impact of the politics and ideology that shape the administration of mental health services, and its merging with the politics and ideology that drive the information economy.

---

Conclusion

“[W]e need to understand both the cool and the creepy of tech.”

- Keris Jân Myrick

There is cause for both optimism and pessimism in the application of algorithmic and data-driven technologies to assist people in extreme distress and crises, and to boost individual and collective opportunities for crisis support and flourishing. Vigilance is required to promote benefit and prevent harm, which won’t be possible without acknowledging the vast social inequalities and profit motives that are shaping technological development in this area. As populations reckon with new digital responses to age-old experiences of distress, anguish and disability, optimism comes from these technologies and their benefits being publicly controlled, genuinely shared and firmly shaped by those most affected.

The development of robust data governance frameworks and a rich politics concerning the use of technology in care and crisis responses won’t be possible without inclusive public engagement, enforceable policies and global cooperation. This can only be achieved with the assertion of collective claims over data, and acknowledgement of mental health as ‘indelibly connected to systems of technology, money and power’.

Sharing benefits requires that the public and social value of data is directed toward the determinants of human flourishing and good mental health: equitable economic development, directing support where it is needed most, addressing discriminatory practices and histories of exclusion and marginalisation, improving the quality of care and service provision, and other measures known to boost societal wellbeing.

---
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